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Introduction

Gauge theory usually investigates the space of principal connections
on a principal fiber bundle (P,p, M,G) and its orbit space under the
action of the gauge group (called the moduli space), which is the group
of all principal bundle automorphisms of P which cover the identity
on the base space M. It is the arena for the Yang-Mills-Higgs equa-
tions which allows (with structure group U(1) x SU(2)) a satisfactory
unified description of electromagnetic and weak interactions, which was
developed by Glashow, Salam, and Weinberg. This electro-weak the-
ory predicted the existence of massive vector particles (the intermediate
bosons W+, W™, and Z), whose experimental verification renewed the
interest of physicists in gauge theories.

On the mathematical side the investigation of self dual and anti self
SU (2)-connections on 4-manifolds and of their image in the orbit space
led to stunning topological results in the topology of 4-manifolds by
Donaldson. The moduli space of anti self dual connections can be com-
pleted and reworked into a 5 dimensional manifold which is a bordism
between the base manifold of the bundle and a simple manifold which
depends only on the Poincaré duality form in the second dimensional
homology space. Combined with results of Freedman this led to the
discovery of exotic differential structures on R* and on (supposedly all
but S%) compact algebraic surfaces.

In his codification of a principal connection [Ehresmann, 1951] be-
gan with a more general notion of connection on a general fiber bundle
(E,p, M,S) with standard fiber S. This was called an Ehresmann con-
nection by some authors, we will call it just a connection. It consists
of the specification of a complement to the vertical bundle in a differen-
tiable way, called the horizontal distribution.

One can conveniently describe such a connection as a one form on
the total space E with values in the vertical bundle, whose kernel is
the horizontal distribution. When combined with another venerable no-
tion, the Frolicher-Nijenhuis bracket for vector valued differential forms
(see [Frolicher-Nijenhuis, 1956]) one obtains a very convenient way to
describe curvature and Bianchi identity for such connections. Parallel
transport along curves in the base space is defined only locally, but one
may show that each bundle admits complete connections, whose paral-
lel transport is globally defined (theorem 9.10). For such connections
one can define holonomy groups and holonomy Lie algebras and one
may prove a far-reaching generalization of the Ambrose Singer theorem:
A complete connection tells us whether it is induced from a principal
connection on a principal fiber bundle (theorem 12.4).
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A bundle (E,p, M, S) without structure group can also be viewed as
having the whole diffeomorphism group Diff(S) of the standard fiber
S as structure group, as least when S is compact. We define the non
linear frame bundle for E which is a principle fiber bundle over M with
structure group Diff (S) and we show that the theory of connections on
E corresponds exactly to the theory of principal connections on this non
linear frame bundle (see section 13). The gauge group of the non lin-
ear frame bundle turns out to be just the group of all fiber respecting
diffeomorphisms of E' which cover the identity on M, and one may con-
sider the moduli space Conn(E)/ Gau(E). There is hope that it can be
stratified into smooth manifolds corresponding to conjugacy classes of
holonomy groups in Diff(S), but this will be treated in another paper.

The diffeomorphism group Diff(S) for a compact manifold S admits
a smooth classifying space and a classifying connection: the space of all
embeddings of S into a Hilbert space £2, say, is the total space of a princi-
pal bundle with structure group Diff (S), whose base manifold is the non
linear Grassmanian of all submanifolds of ¢2 of type (diffeomorphic to)
S. The action of Diff(S) on S leads to the (universal or classifying) as-
sociated bundle, which admits a classifying connection: Every S-bundle
over M can be realized as the pull back of the classifying bundle by a
classifying smooth mapping from M into the non linear Grassmanian,
which can be arranged in such a way that it pulls back the classifying
connection to a given one on E — this is the Narasimhan-Ramadas
procedure for Diff(S).

Characteristic classes owe their existence to invariant polynomials on
the Lie algebra of the structure group like characteristic coefficients of
matrices. The Lie algebra of Diff(S) for compact S is the Lie algebra
X(S) of vector fields on S. Unfortunately it does not admit any invari-
ants. But there are equivariants like X — Lxw for some closed form w
on S which can be used to give a sort of Chern-Weil construction of char-
acteristic classes in the cohomology of the base M with local coefficients
(see sections 16 and 17).

Finally we discuss some self duality and anti self duality conditions
which depend on some fiberwise structure on the bundle like a fiberwise
symplectic structure.

This booklet starts with a short description of analysis in infinite
dimensions along the lines of Frolicher and Kriegl which makes infinite
dimensional differential geometry much simpler than it used to be. We
treat smoothness, real analyticity and holomorphy. This part is based on
[Kriegl-Michor, 1990b] and the forthcoming book [Kriegl-Michor]. Then
we give a more detailed exposition of the theory of manifolds of mappings
and the diffeomorphism group. This part is adapted from [Michor, 1980]
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to the use of the Frolicher-Kriegl calculus. Then we present a careful
introduction to the Frolicher-Nijenhuis bracket, to fiber bundles and
connections, G-structures and principal connection which emphasizes
the construction and recognition of induced connections.

The material in the rest of the book, from section 12 onwards, has
been published in [Michor, 1988]. The version here is much more detailed
and contains more results.

The material in this booklet is a much extended version of a series
of lectures held at the Institute of Physics of the University of Napoli,
March 28 — April 1, 1988. I want to thank G. Marmo for his hospitality,
his interest in this subject, and for the suggestion to publish this booklet.

Wien, August 6, 1990 P. Michor



1. Notations and conventions

1.1. Definition. A Lie group G is a smooth manifold and a group
such that the multiplication p : G X G — G is smooth. Then also the
inversion v : G — G turns out to be smooth.

We shall use the following notation:
u: G x G — G, multiplication, u(x,y) = z.y.
)\a : G — G, left translation, A, (z) = a.z.

: G — @, right translation, pe(z) = z.a.

v G — G, inversion, v(z) =z~ L.
e € (G, the unit element.

If g = T.G is the Lie algebra of G, we use the following notation:
Adg : G — Autrie(g) and so on.

1.2. Let £ : G x M — M be a left action, so £ : G — Diff(M) is a
group homomorphism. Then we have partial mappings ¢, : M — M
and ¢* : G — M, given by {,(x) = (*(a) = {(a,x) = a.x.

For any X € g we define the fundamental vector field (x = (¥ €
X(M) by CX(x) = Te(em)X = T(e,;c)e'(Xa Oac)
Lemma. In this situation the following assertions hold:

(1) ¢:g— X(M) is a linear mapping.

(2) Tu(la).Cx(2) = Cad(a)x (a.z).
(3) Rx x 0p € X(G x M) is L-related to (x € X(M).
(4

) [Cx,¢v] = —(x,yy- O

1.3. Let r : M x G — M be a right action, so 7 : G — Diff(M)

is a group anti homomorphism. We will use the following notation:

r*: M — M and r, : G — M, given by r,(a) = r%(z) = r(z,a) = z.a.
For any X € g we define the fundamental vector field (x = (¥ €

:{(M) by CX(JJ) = Te(’l“x).X = T(Le)’l“.(ox,X).

Lemma. In this situation the following assertions hold:

(1) ¢:g— X(M) is a linear mapping.

(2) To(r*)Cx(z) = Cad(a—1) x (z-0).

(3) Opr X Lx € X(M x G) is r-related to (x € X(M).
4) [Cx,¢v]=(xy)- O



2. Calculus of smooth mappings

2.1. The traditional differential calculus works well for finite dimen-
sional vector spaces and for Banach spaces. For more general locally
convex spaces a whole flock of different theories were developed, each of
them rather complicated and none really convincing. The main difficulty
is that the composition of linear mappings stops to be jointly continuous
at the level of Banach spaces, for any compatible topology. This was
the original motivation for the development of a whole new field within
general topology, convergence spaces.

Then in 1982, Alfred Frolicher and Andreas Kriegl presented inde-
pendently the solution to the question for the right differential calculus
in infinite dimensions. They joined forces in the further development
of the theory and the (up to now) final outcome is the book [Frolicher-
Kriegl, 1988], which is the general reference for this section. See also the
forthcoming book [Kriegl-Michor].

In this section I will sketch the basic definitions and the most impor-
tant results of the Frolicher-Kriegl calculus.

2.2. The c*-topology. Let E be a locally convex vector space. A
curve ¢ : R — FE is called smooth or C* if all derivatives exist and
are continuous - this is a concept without problems. Let C*(R, E) be
the space of smooth functions. It can be shown that C*°(R, E) does
not depend on the locally convex topology of E, only on its associated
bornology (system of bounded sets).
The final topologies with respect to the following sets of mappings
into E coincide:
(1) C>*(R,E).
(2) Lipschitz curves (so that {% :t # s} is bounded in FE).
(3) {EFp — E : B bounded absolutely convex in E}, where Ep is
the linear span of B equipped with the Minkowski functional
pp(x) :=inf{\ > 0:xz € AB}.
(4) Mackey-convergent sequences x,, — z (there exists a sequence
0 < A, / oo with Ay (2, — 2) bounded).

This topology is called the c>*-topology on E and we write ¢* E for the
resulting topological space. In general (on the space D of test functions
for example) it is finer than the given locally convex topology, it is not
a vector space topology, since scalar multiplication is no longer jointly
continuous. The finest among all locally convex topologies on E which
are coarser than ¢* F is the bornologification of the given locally convex
topology. If E' is a Fréchet space, then ¢ F = F.
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2.3. Convenient vector spaces. Let E be a locally convex vector
space. F is said to be a convenient vector space if one of the following
equivalent (completeness) conditions is satisfied:

(1) Any Mackey-Cauchy-sequence (so that (z, —z,) is Mackey con-
vergent to 0) converges. This is also called ¢>°-complete.

(2) If B is bounded closed absolutely convex, then Ep is a Banach
space.

(3) Any Lipschitz curve in E is locally Riemann integrable.

(4) For any ¢; € C°(R, E) there is ¢ € C*°(R, E) with ¢] = ¢
(existence of antiderivative).

2.4. Lemma. Let E be a locally convex space. Then the following
properties are equivalent:

(1) E is c>™-complete.

(2) If f : R* — E is scalarwise Lip®, then f is Lip®, for k > 1.
(3) If f : R — E is scalarwise O then f is differentiable at 0.
(4) If f : R — E is scalarwise C™ then f is C*°.

Here a mapping f : R¥ — E is called Lip” if all partial derivatives
up to order k exist and are Lipschitz, locally on R™. f scalarwise C'*°
means that Ao f is C'°° for all continuous linear functionals on E.

This lemma says that a convenient vector space one can recognize
smooth curves by investigating compositions with continuous linear func-
tionals.

2.5. Smooth mappings. Let E and F be locally convex vector spaces.
A mapping f : E — F is called smooth or C*, if foc € C*(R, F) for
all ¢ € C®(R,E); so fr : C*°(R,E) —» C®°(R, F) makes sense. Let
C>(E, F) denote the space of all smooth mapping from E to F.

For E and F finite dimensional this gives the usual notion of smooth
mappings: this has been first proved in [Boman, 1967]. Constant map-
pings are smooth. Multilinear mappings are smooth if and only if they
are bounded. Therefore we denote by L(E, F') the space of all bounded
linear mappings from E to F.

2.6. Structure on C(E, F). We equip the space C*°(R, E) with the
bornologification of the topology of uniform convergence on compact
sets, in all derivatives separately. Then we equip the space C*(E, F)

with the bornologification of the initial topology with respect to all map-
pings ¢* : C®(E,F) — C®(R, F), ¢*(f) :== foc, for all c € C*(R, E).

2.7. Lemma. For locally convex spaces E and F' we have:

(1) If F is convenient, then also C°(E, F) is convenient, for any
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E. The space L(E, F) is a closed linear subspace of C*°(E,F),
so it also convenient.

(2) If E is convenient, then a curve ¢ : R — L(E, F) is smooth if
and only if t — c(t)(x) is a smooth curve in F for all x € E.

2.8. Theorem. Cartesian closedness. The category of convenient
vector spaces and smooth mappings is cartesian closed. So we have a
natural bijection

C®(E x F,G) = C™(E,C>(F,G)),

which is even a diffeomorphism.

Of coarse this statement is also true for ¢®°-open subsets of convenient
vector spaces.

2.9. Corollary. Let all spaces be convenient vector spaces. Then the
following canonical mappings are smooth.

ev:C®(E,F)x E—F, ev(f,z)=f(x)

ins: E— C®(F,ExF), ins(z)(y) = (z,y)

( )':C>®(E,C™(F,G)) — C®(E x F,G)

( )V :C®(ExF,Q) — C®(E,C*(FQ))

comp : C*°(F,G) x C*(E,F) — C*(E,G)

C>®( , ):C®(F,F'Yx C®(E' E)— C®(C>®(E,F),C>*(E',F"))
(f,9) = (h— fohog)

IL:[Ic>E.F)—c=(] &[] F)

2.10. Theorem. Let E and F be convenient vector spaces. Then the
differential operator

d:C®(E,F) — C>(FE,L(E,F)),
df (z)v := lim fl@+tv) - f()

t—0 t ’

exists and is linear and bounded (smooth). Also the chain rule holds:

d(f o g)(w)v = df (g(x))dg(z)v.
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2.11. Remarks. Note that the conclusion of theorem 2.8 is the starting
point of the classical calculus of variations, where a smooth curve in a
space of functions was assumed to be just a smooth function in one
variable more.

If one wants theorem 2.8 to be true and assumes some other obvious
properties, then the calculus of smooth functions is already uniquely
determined.

There are, however, smooth mappings which are not continuous. This
is unavoidable and not so horrible as it might appear at first sight. For
example the evaluation £ x E/ — R is jointly continuous if and only if
E is normable, but it is always smooth. Clearly smooth mappings are
continuous for the ¢*°-topology.

For Fréchet spaces smoothness in the sense described here coincides
with the notion C$° of [Keller, 1974]. This is the differential calculus
used by [Michor, 1980], [Milnor, 1984], and [Pressley-Segal, 1986].

A prevalent opinion in contemporary mathematics is, that for infinite
dimensional calculus each serious application needs its own foundation.
By a serious application one obviously means some application of a hard
inverse function theorem. These theorems can be proved, if by assuming
enough a priori estimates one creates enough Banach space situation for
some modified iteration procedure to converge. Many authors try to
build their platonic idea of an a priori estimate into their differential
calculus. I think that this makes the calculus inapplicable and hides the
origin of the a priori estimates. I believe, that the calculus itself should
be as easy to use as possible, and that all further assumptions (which
most often come from ellipticity of some nonlinear partial differential
equation of geometric origin) should be treated separately, in a setting
depending on the specific problem. I am sure that in this sense the
Frolicher-Kriegl calculus as presented here and its holomorphic and real
analytic offsprings in sections 2 and 3 below are universally usable for
most applications.
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3. Calculus of holomorphic mappings

3.1. Along the lines of thought of the Frolicher-Kriegl calculus of smooth
mappings, in [Kriegl-Nel, 1985] the cartesian closed setting for holomor-
phic mappings was developed. The right definition of this calculus was
already given by [Fantappié, 1930 and 1933]. I will now sketch the ba-
sics and the main results. It can be shown that again convenient vector
spaces are the right ones to consider. Here we will start with them for
the sake of shortness.

3.2. Let E be a complex locally convex vector space whose underlying
real space is convenient — this will be called convenient in the sequel.
Let D C C be the open unit disk and let us denote by C*¥(D, E) the
space of all mappings ¢ : D — E such that Aoc: D — C is holomorphic
for each continuous complex-linear functional A on E. Its elements will
be called the holomorphic curves.

If E and F are convenient complex vector spaces (or ¢>-open sets
therein), a mapping f : E — F is called holomorphic if f o ¢ is a holo-
morphic curve in F' for each holomorphic curve ¢ in E. Obviously f is
holomorphic if and only if Ao f : E'— C is holomorphic for each complex
linear continuous functional A on F. Let C¥(E, F') denote the space of
all holomorphic mappings from E to F.

3.3. Theorem of Hartogs. Let Ey for k = 1,2 and F be complex
convenient vector spaces and let U, C Ey be c*-open. A mapping f :
Uy x Us — F' is holomorphic if and only if it is separably holomorphic
(i. e. f( ,y) and f(z, ) are holomorphic for all x € Uy and y € Us).

This implies also that in finite dimensions we have recovered the usual
definition.

3.4 Lemma. If f: E DU — F is holomorphic then df : U x E — F
exists, is holomorphic and C-linear in the second variable.
A multilinear mapping is holomorphic if and only if it is bounded.

3.5 Lemma. If E and F are Banach spaces and U is open in E, then
for a mapping f : U — F the following conditions are equivalent:

(1) f is holomorphic.

(2) f is locally a convergent series of homogeneous continuous poly-

nomaals.
(3) f is C-differentiable in the sense of Fréchet.
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3.6 Lemma. Let E and F be convenient vector spaces. A mapping
f: E — F is holomorphic if and only if it is smooth and its derivative
is everywhere C-linear.

An immediate consequence of this result is that C¥(E, F') is a closed
linear subspace of C*°(ERg, Fr) and so it is a convenient vector space if F’
is one, by 2.7. The chain rule follows from 2.10. The following theorem
is an easy consequence of 2.8.

3.7 Theorem. Cartesian closedness. The category of convenient
complex vector spaces and holomorphic mappings between them is carte-
stan closed, 1. e.

C¥(E x F,G) = C*(E,C*(F,G)).

An immediate consequence of this is again that all canonical struc-
tural mappings as in 2.9 are holomorphic.
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4. Calculus of real analytic mappings

4.1. In this section I sketch the cartesian closed setting to real ana-
lytic mappings in infinite dimension following the lines of the Frolicher-
Kriegl calculus, as it is presented in [Kriegl-Michor, 1990a]. Surprisingly
enough one has to deviate from the most obvious notion of real analytic
curves in order to get a meaningful theory, but again convenient vector
spaces turn out to be the right kind of spaces.

4.2. Real analytic curves. Let F be a real convenient vector space
with dual E’. A curve ¢ : R — FE is called real analytic if A\oc: R — R
is real analytic for each A € E’. It turns out that the set of these curves
depends only on the bornology of E.

In contrast a curve is called topologically real analytic if it is locally
given by power series which converge in the topology of E. They can be
extended to germs of holomorphic curves along R in the complexification
Ec of E. If the dual E’ of E admits a Baire topology which is compatible
with the duality, then each real analytic curve in F is in fact topological
real analytic for the bornological topology on E.

4.3. Real analytic mappings. Let F and F' be convenient vector
spaces. Let U be a ¢>-open set in E. A mapping f : U — F is called
real analytic if and only if it is smooth (maps smooth curves to smooth
curves) and maps real analytic curves to real analytic curves.

Let C¥ (U, F) denote the space of all real analytic mappings. We
equip the space C¥(U,R) of all real analytic functions with the initial
topology with respect to the families of mappings

C*(U,R) < C*(R,R), for all ¢ € C*(R, U)
C*(U,R) <> C*(R,R), for all ¢ € C(R,U),

where C* (R, R) carries the topology of compact convergence in each de-
rivative separately as in section 2, and where C*(R,R) is equipped with
the final topology with respect to the embeddings (restriction mappings)
of all spaces of holomorphic mappings from a neighborhood V of R in
C mapping R to R, and each of these spaces carries the topology of
compact convergence.

Furthermore we equip the space C¥(U, F') with the initial topology
with respect to the family of mappings

C¥(U, F) 2% C¥(U,R), for all A € F'.

It turns out that this is again a convenient space.
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4.4. Theorem. In the setting of 4.8 a mapping f : U — F is real
analytic if and only if it is smooth and is real analytic along each affine
line in E.

4.5. Theorem Cartesian closedness. The category of convenient
spaces and real analytic mappings is cartesian closed. So the equation

C¥(U,C¥(V),F) = C¥(U x V, F)

is valid for all ¢*-open sets U in E and V in I, where E, F, and G
are convenient vector spaces.

This implies again that all structure mappings as in 2.9 are real ana-
lytic. Furthermore the differential operator

d:C*(U,F)— C*(U,L(E,F))
exists, is unique and real analytic. Multilinear mappings are real an-

alytic if and only if they are bounded. Powerful real analytic uniform
boundedness principles are available.
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5. Infinite dimensional manifolds

5.1. In this section I will concentrate on two topics: Smooth partitions
of unity, and several kinds of tangent vectors. The material is taken
from [Kriegl-Michor, 1990b].

5.2. In the usual way we define manifolds by gluing ¢*°-open sets in
convenient vector spaces via smooth (holomorphic, real analytic) diffeo-
morphisms. Then we equip them with the identification topology with
respect to the ¢>-topologies on all modeling spaces. We require some
properties from this topology, like Hausdorff and regular (which here is
not a consequence of Hausdorff).

Mappings between manifolds are smooth (holomorphic, real analytic),
if they have this property when composed which any chart mappings.

5.3. Lemma. A manifold M is metrizable if and only if it is paracom-
pact and modeled on Fréchet spaces.

5.4. Lemma. For a convenient vector space E the set C°(M,E) of
smooth E-valued functions on a manifold M is again a convenient vector
space. Likewise for the real analytic and holomorphic case.

5.5. Theorem. Smooth partitions of unity. If M is a smooth
manifold modeled on convenient vector spaces admitting smooth bump
functions and U is a locally finite open cover of M, then there exists a
smooth partition of unity {py : U € U} with carr/supp(oy) C U for all
Uel.

If M is in addition paracompact, then this is true for every open cover
U of M.

Convenient vector spaces which are nuclear admit smooth bump func-
tions.

5.6. The tangent spaces of a convenient vector space E. Let
a € E. A kinematic tangent vector with foot point a is simply a pair
(a,X) with X € E. Let T, E = E be the space of all kinematic tangent
vectors with foot point a. It consists of all derivatives ¢/(0) at 0 of
smooth curves ¢ : R — FE with ¢(0) = a, which explains the choice of
the name kinematic.

For each open neighborhood U of a in E (a, X) induces a linear map-
ping X, : C*°(U,R) — R by X,(f) := df(a)(X,), which is continu-
ous for the convenient vector space topology on C*° (U, R), and satisfies
Xo(f-g9) = Xao(f) - g(a) + f(a) - Xa(g), so it is a continuous derivation
over ev,. The value X,(f) depends only on the germ of f at a.
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An operational tangent vector of E with foot point a is a bounded
derivation 0 : C2°(E,R) — R over ev,. Let D,E be the vector space
of all these derivations. Any 0 € D,E induces a bounded derivation
C>*(U,R) — R over ev, for each open neighborhood U of a in E. So the
vector space D, F is a closed linear subspace of the convenient vector
space [, L(C*°(U,R),R). We equip D,E with the induced convenient
vector space structure. Note that the spaces D, FE are isomorphic for all
ac k.

Example. Let Y € E” be an element in the bidual of E. Then for
each a € F we have an operational tangent vector Y, € D,FE, given by
Y.(f) :=Y(df(a)). So we have a canonical injection E” — D,E.

Example. Let ¢ : L?(E;R) — R be a bounded linear functional which
vanishes on the subset F' ® E’. Then for each ¢ € E we have an
operational tangent vector 87|, € D,E given by 97|,(f) := £(d*f(a)),
since

U(d*(fg)(a)) =
U(d*f(a)g(a) + df (a) @ dg(a) + dg(a) ® df (a) + f(a)d*g(a))
= U(d*f(a)g(a) + 0+ f(a)l(d*g(a)).

5.7. Lemma. Let (e Lf, (E;R) be a bounded linear functional which
vanishes on the subspace

k—1
ZLsym Lsym(E R)
of decomposable elements of Lgym(E; R). Then ¢ defines an operational
tangent vector Of|, € D,E for each a € E by

¢ la(f) = €(d" f(a)).
The linear mapping ¢ — OF|, is an embedding onto a topological direct
summand D((lk)E of Do E. Its left inverse is given by 0 — (P — O((P o
diag)(a+ ))). The sum ), DM E in D,E is a direct one.

5.8. Lemma. If E is an infinite dimensional Hilbert space, all opera-
tional tangent space summands D(()k)E are not zero.

5.9. Definition. A convenient vector space is said to have the (borno-
logical) approximation property if B/ ® E is dense in L(FE, E) in the
bornological locally convex topology.

The following spaces have the bornological approximation property:
RM™ | nuclear Fréchet spaces, nuclear (LF)spaces.
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5.10 Theorem. Tangent vectors as derivations. Let E be a conve-
nient vector space which has the approximation property. Then we have
D.E=DME=E". So if E is in addition reflexive, each operational
tangent vector is a kinematic one.

5.11. The kinematic tangent bundle T'M of a manifold M is constructed
by gluing all the kinematic tangent bundles of charts with the help of the
kinematic tangent mappings (derivatives) of the chart changes. TM —
M is avector bundle and T': C°°(M, N) — C*(TM,TN) is well defined
and has the usual properties.

5.12. The operational tangent bundle DM of a manifold M is con-
structed by gluing all operational tangent spaces of charts. Then 7, :
DM — M is again a vector bundle which contains the kinematic tangent
bundle T'M embeds as a splitting subbundle. Also for each k € N the
same gluing construction as above gives us tangent bundles D*) M which
are splitting subbundles of DM. The mappings D*) : C>°(M,N) —
C>* (DM, D®)N) are well defined for all k including co and have the
usual properties.

Note that for manifolds modeled on reflexive spaces having the borno-
logical approximation property the operational and the kinematic tan-
gent bundles coincide.
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6. Manifolds of mappings

6.1. Theorem. Manifold structure of C>°(M,N). Let M and N be
smooth finite dimensional manifolds. Then the space C*°(M,N) of all
smooth mappings from M to N is a smooth manifold, modeled on spaces
C>®(f*TN) of smooth sections of pullback bundles along f : M — N
over M.

A careful description of this theorem (but without the help of the
Frolicher-Kriegl calculus) can be found in [Michor, 1980]. I include a
proof of this result here because the result is important and the proof is
much simpler now with the help of the Frolicher Kriegl-calculus.

Proof. Choose a smooth Riemannian metric on N. Let exp : TN 2O

U — N be the smooth exponential mapping of this Riemannian metric,

defined on a suitable open neighborhood of the zero section. We may

assume that U is chosen in such a way that (my,exp): U — N x N is a

smooth diffeomorphism onto an open neighborhood V' of the diagonal.
For f € C*°(M, N) we consider the pullback vector bundle

M xyTN —— f*TN 2>, 7y
f*Ter J/‘ITN
f

M —— N.

Then C°°(f*T'N) is canonically isomorphic to the space C7°(M,TN) :=
{h € C®(M,TN):wyoh=f}vias— (nyf)osand (Idy,h) < h.
We consider the space C°(f*TN) of all smooth sections with compact
support and equip it with the inductive limit topology

C2(f*TN) = injlim C32 (£*TN),
K

where K runs through all compact sets in M and each of the spaces
C®(f*TN) is equipped with the topology of uniform convergence (on
K) in all derivatives separately. For f, g € C*°(M,N) we write f ~ g
if f and g agree off some compact subset in M. Now let

Up={ge€ C®(M,N): (f(x),g9(x)) € Viorallz € M,g~ f},
up : Uy = CZ(fTN),
up(9)(@) = (@ expyl, (9(2)) = (@, (s ex0) 1 0 (£,9)(@).
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Then uy is a bijective mapping from Uy onto the set {s € C°(f*TN) :
s(M) C f*U}, whose inverse is given by u}l(s) =expo(mi f)os, where
we view U — N as fiber bundle. The set us(Uy) is open in C°(f*TN)
for the topology described above.

Now we consider the atlas (Uy,uy)fecoea,ny for C°(M,N). Its
chart change mappings are given for s € uy(Uy NU,) C CX(g*TN) by

(ufo ug_l)(s) = (Idy, (7rN,exp)_1 o(f,expo(myg)os))
= (Tf_l OTg)*(S),

where 74(z, Yy()) = (2,expy(s)(Yy(z)))) 18 a smooth diffeomorphism
752 9*TN 2 g*U — (g x Idn) "' (V) € M x N which is fiber respecting
over M.

Smooth curves in C°(f*T'N) are just smooth sections of the bundle
pr5 f*T'N — R x M, which have compact support in M locally in R.
The chart change uy o u,' = (Tf_1 0 T4)« is defined on an open subset
and obviously maps smooth curves to smooth curves, therefore it is also
smooth.

Finally we put the identification topology from this atlas on the space
C*°(M, N), which is obviously finer than the compact open topology and
thus Hausdorff.

The equation ugou, ' = (7'f_1 o T4)« shows that the smooth structure
does not depend on the choice of the smooth Riemannian metric on
N. O

6.2. Lemma. Smooth curves in C*(M,N). Let M and N be
smooth finite dimensional manifolds.

Then the smooth curves ¢ in C°(M,N) correspond exactly to the

smooth mappings ¢ € C°(Rx M, N) which satisfy the following property:

(1) For each compact interval [a,b] C R there is a compact subset

K C M such that the restriction ¢|([a,b] x (M \ K)) is constant.

Proof. Since R is locally compact property (1) is equivalent to

(2) For each t € R there is an open neighborhood U of ¢ in R and
a compact K C M such that the restriction ¢[(U x (M \ K)) is
constant.

Since this is a local condition on R and since smooth curves in C*° (M, N)
locally take values in charts as in the proof of theorem 6.1 it suffices to
describe the smooth curves in the space C3°(FE) of sections with compact
support of a vector bundle (E, p, M, V). It is equipped with the inductive
limit topology
C(E) =injlimC¥ (F),
K
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where K runs through all compact subsets of M, and where C%(E)
denotes the space of sections of F with support in K, equipped with the
compact C*°-topology (the topology of uniform convergence on compact
subsets, in all derivatives separately). Since this injective limit is strict
(each bounded subset is contained and bounded in some step) smooth
curves in C°(E) locally factor to smooth maps in C%(E) for some K.
Let (Uq, %0 : E — Uy x V) be a vector bundle atlas for E. Then

C?(O(E) > S (pTQ Owa o 5|Ua)a S HCOO(UaaV)

is a linear embedding onto a closed linear subspace of the product, where
the factor spaces on the right hand side carry the topology used in 2.6.
So a curve in C(FE) is smooth if and only if each its ”coordinates” in
C®(Uy, V) is smooth. By cartesian closedness 2.8 this is the case if and
only if their canonically associates are smooth R x U, — V. these fit
together to a smooth section of the pullback bundle pr3 E — R x M with
support in R x K. [J

6.3. Theorem. C“-manifold structure of C¥(M, N). Let M and N
be real analytic manifolds, let M be compact. Then the space C¥ (M, N)
of all real analytic mappings from M to N is a real analytic manifold,
modeled on spaces C¥(f*TN) of real analytic sections of pullback bun-
dles along f : M — N over M.

The proof is a variant of the proof of 6.1, using a real analytic Rie-
mannian metric. It can also be found in [Kriegl-Michor, 1990a].

6.4. Theorem. C“-manifold structure on C*°(M,N). Let M and
N be real analytic manifolds, with M compact. Then the smooth mani-

fold C*>*(M, N) with the structure from 6.1 is even a real analytic man-
ifold.

Proof. For a fixed real analytic exponential mapping on N the charts
(Uy, uy) from 6.1 for f € C¥(M, N) form a smooth atlas for C>° (M, N),
since C¥(M, N) is dense in C*°(M, N) by [Grauert, 1958, Proposition
8]. The chart changings uy o u;' = (7—f_1 0 Ty)« are real analytic: this
follows from a careful description of the set of real analytic curves into
C>®(f*TN). See again [Kriegl-Michor, 1990a] for more details. O

6.5 Remark. If M is not compact, C¥(M, N) is dense in C*°(M, N)
for the Whitney-C*°-topology by [Grauert, 1958, Prop. 8]. This is not
the case for the D-topology from [Michor, 1980], in which C°°(M, N)
is a smooth manifold. The charts Uy for f € C*°(M, N) do not cover
C>(M,N).
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6.6. Theorem. Smoothness of composition. If M, N are fi-
nite dimensional smooth manifolds, then the evaluation mapping ev :
C*®(M,N)x M — N is smooth.

If P is another smooth manifold, then the composition mapping

comp : C°(M,N) x C5o (P,M) — C*(P,N)

prop

is smooth, where Cgfop(R M) denote the space of all proper smooth map-
pings P — M (i.e. compact sets have compact inverse images). This is
open in C*(P,M).

In particular f. : C°(M,N) — C*°(M,N’) and g* : C*°(M,N) —
C*(P,N) are smooth for f € C*°(N,N') and g € C35,, (P, M).

The corresponding statement for real analytic mappings is also true,

but P and M have to be compact.

Proof. Using the description of smooth curves in C*°(M, N) given in 6.2
we immediately see that (evo(ey,ce)) = é1(¢,¢1(t)) is smooth for each
smooth (c1,c2) : R — C® (M, N) x M, so ev is smooth as claimed.

The space of proper mappings Cpy,,(P, M) is open in the manifold
C>(P, M) since changing a mapping only on a compact set does not
change its property of being proper. Let (ci,¢2) : R — C*°(M,N) x
Corop(P, M) be a smooth curve. Then we have (compo(cy, c2))(t)(p) =
¢é1(t, é2(t,p)) and one may check that this has again property (1), so it
is a smooth curve in C°°(P, N). Thus comp is smooth.

The proof for real analytic manifolds is similar. [

6.7. Theorem. Let M and N be smooth manifolds. Then the infinite
dimensional smooth vector bundles TC*(M,N) and C*(M,TN) C
C™®(M,TN) over C>®(M,N) are canonically isomorphic. The same
assertion is true for C¥(M,N), if M is compact.

Proof. Here by C°(M, T N) we denote the space of all smooth mappings
f M — TN such that f(z) = O, f() for x ¢ Ky, a suitable compact
subset of M (equivalently, such that the associated section of the pull
back bundle (7w o f)*T'N — M has compact support).

One can check directly that the atlas from 6.1 for C*°(M, N) induces
an atlas for TC° (M, N) which is equivalent to that for C*° (M, TN) via
some natural identifications in TT'N. This is carried out in great detail
in [Michor, 1980, 10.19]. O

6.8. Theorem. Exponential law. Let M be a (possibly infinite
dimensional) smooth manifold, and let M and N be finite dimensional
smooth manifolds.
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Then we have a canonical embedding
C®(M,C>*(M,N)) CC*(Mx M — N),

where the image in the right hand side consists of all smooth mappings
f: M x M — N which satisfy the following property

(1) For each point in M there is an open neighborhood U and a
compact set K C M such that the restriction f|(U x (M \ K)) is
constant.

We have equality if and only if M is compact.
If M and N are real analytic manifolds with M compact we have

C¥(M,C% (M, N)) = C*(M x M, N)

for each real analytic (possibly infinite dimensional) manifold.

Proof. This follows directly from the description of all smooth curves in
C (M, N) given in the proof of 6.6. O
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7. Diffeomorphism groups

7.1. Theorem. Diffeomorphism group. For a smooth manifold
M the group Diff (M) of all smooth diffeomorphisms of M is an open
submanifold of C*° (M, M), composition and inversion are smooth.

The Lie algebra of the smooth infinite dimensional Lie group Diff (M)
is the convenient vector space C°(TM) of all smooth vector fields on
M with compact support, equipped with the negative of the usual Lie
bracket. The exponential mapping Exp : C(TM) — Diff>*(M) is the
flow mapping to time 1, and it is smooth.

For a compact real analytic manifold M the group Diff* (M) of all real
analytic diffeomorphisms is a real analytic Lie group with Lie algebra
C¥(TM) and with real analytic exponential mapping.

Proof. 1t is well known that the space Diff (M) of all diffeomorphisms
of M is open in C*°(M, M) for the Whitney C°-topology. Since the
topology we use on C*°(M, M) is finer, Diff (M) is an open submani-
fold of Cg5,,(M, M). The composition is smooth by theorem 6.6. To
show that the inversion inv is smooth, we consider a smooth curve
¢:R— Diff (M) Cc C*°(M,M). Then the mapping ¢ : R x M — M sat-
isfies 6.6.(1) and (inv oc) " fulfills the finite dimensional implicit equation
é(t, (inv oc)(t,m)) = m for all t € R and m € M. By the finite dimen-
sional implicit function theorem (invoc)”is smooth in (¢,m). Property
6.6.(1) is obvious. So inv maps smooth curves to smooth curves and is
thus smooth.

This proof is by far simpler than the original one, see [Michor, 1980],
and shows the power of the Frolicher-Kriegl calculus.

By the chart structure from 6.1, or directly from theorem 6.7we see
that the tangent space T, Diff (M) equals the space C°(T'M) of all vec-
tor fields with compact support. Likewise Ty Diff (M) = C°(f*TM)
which we identify with the space of all vector fields with compact support
along the diffeomorphism f. Right translation ps is given by pf(g) =
f*(g)=go f, thus T(ps). X = X o f and for the flow Flf( of the vector
field with compact support X we have %FZtX =XoFIX = T(pFltX)-X-

So the one parameter group t — FIX € Diff(M) is the integral curve of
the right invariant vector field Rx : f — T'(ps).X = X o f on Diff (M).
Thus the exponential mapping of the diffeomorphism group is given by
Exp =Fl; : X.(M) — Diff(M). To show that is smooth we consider a
smooth curve in X.(M), i. e. a time dependent vector field with com-
pact support X;. We may view it as a complete vector field (0, X;) on
R x M whose smooth flow respects the level surfaces {t} x M and is
smooth. Thus Exp maps smooth curves to smooth curves and is smooth
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itself. Again one may compare this simple proof with the original one
in [Michor, 1983, section 4].

Let us finally compute the Lie bracket on X.(M) viewed as the Lie
algebra of Diff (M).

Ad(Exp(sX))Y = 2|, Exp(sX) o Exp(tY) o Exp(—sX)
=T(FIX) oY o FI%,
= (FIX,)"Y, thus
2|, Ad(Exp(tX))Y = Z| (FI¥,)"Y
= 7[X7 Y]a

the negative of the usual Lie bracket on X.(M). To understand this
contemplate 1.2.(4). O

7.2. Remarks. The group Diff (M) of smooth diffeomorphisms does
not carry any real analytic Lie group structure by [Milnor, 1984, 9.2],
and it has no complexification in general, see [Pressley-Segal, 1986, 3.3].
The mapping

Ad o Exp : C°(TM) — Diff(M) — L(C*(TM),C>™(TM))

is not real analytic, see [Michor, 1983, 4.11].

For 2 € M the mapping ev, o Exp : C°(TM) — Diff (M) — M is not
real analytic since (ev, o Exp)(tX) = FI;X(x), which is not real analytic
in t for general smooth X.

The exponential mapping Exp : C*(TM) — Diff(M) is in a very
strong sense not surjective: In [Grabowski, 1988] it is shown, that
Diff (M) contains an arcwise connected free subgroup on 2% generators
which meets the image of Exp only at the identity.

The real analytic Lie group Dift* (M) is regular in the sense of [Milnor,
1984. 7.6], who weakened the original concept of [Omori, 1982]. This
condition means that the mapping associating the evolution operator
to each time dependent vector field on M is smooth. It is even real
analytic, compare the proof of theorem 7.2.

By theorem 6.6 the left action ev : Diff (M) x M — M is smooth.
If dim M > 2 this action is n-transitive for each n € N, i. e. for two
ordered finite n-tupels (z1, ... ,2,) and (y1, ... , y,) of pair wise different
elements of M there is a diffeomorphism f € Diff (M) with f(x;) = y;
for each i. To see this connect x; with y; by a simple smooth curve
¢; : [0,1] — M which is an embedding, such that the images are pair wise
disjoint. Using tubular neighborhoods or submanifold charts one can
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show that then there is a vector field with compact support X € X.(M)
which restricts to ¢}(t) along ¢;(t). The diffeomorphism Exp(X) = FI;*
then maps z; to y;.

In contrast to this one knows from [Omori, 1978] that a Banach Lie
group acting effectively on a finite dimensional manifold is necessarily
finite dimensional. So there is no way to model the diffeomorphism
group on Banach spaces as a manifold. There is, however, the pos-
sibility to view Diff(M) as an ILH-group (i. e. inverse limit of Hilbert
manifolds) which sometimes permits to use an implicit function theorem.
See [Omori, 1974] for this.

7.3. Theorem. Principal bundle of embeddings. Let M and N
be smooth manifolds.

Then the set Emb(M, N) of all smooth embeddings M — N is an open
submanifold of C*°(M,N). It is the total space of a smooth principal
fiber bundle with structure group Diff (M), whose smooth base manifold
is the space B(M, N) of all submanifolds of N of type M.

The open subset Embp,op(M, N) of proper (equivalently closed) em-
beddings is saturated under the Diff (M)-action and is thus the total
space of the restriction of the principal bundle to the open submanifold
Beiosed (M, N) of B(M, N) consisting of all closed submanifolds of N of
type M.

In the real analytic case this theorem remains true provided that M
is supposed to be compact, see [Kriegl-Michor, 1990a], section 6.

Proof. Let us fix an embedding i € Emb(M, N). Let g be a fixed Rie-
mannian metric on N and let exp? be its exponential mapping. Then let
p : N(i) — M be the normal bundle of i, defined in the following way:
For € M let N(i), = (T4i(T,M))* C Ty)N be the g-orthogonal
complement in Tj(,;)N. Then

N(@G) —— TN

| [

M —— N

is an injective vector bundle homomorphism over 4.

Now let U? = U be an open neighborhood of the zero section of N/ (i)
which is so small that (exp® 0i)|U : U — N is a diffeomorphism onto its
image which describes a tubular neighborhood of the submanifold (M ).
Let us consider the mapping

=7 = (e DU N(i) DU — N,
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a diffeomorphism onto its image, and the open set in Emb(M, N) which
will serve us as a saturated chart,

U(i) = {j € BEmb(M,N) : j(M) C 7*(U"),j ~ i},

where j ~ i means that j = ¢ off some compact set in M. Then by
[Michor, 1980, section 4] the set U(i) is an open neighborhood of ¢ in
Emb(M, N). For each j € U(i) we define

@i(j) : M —U" CN(i),
0i(j) (@) = ()" (j(2))

Then ¢; = ((19) 7). : U(i) — C°°(M, N (i)) is a smooth mapping which
is bijective onto the open set

V(i) == {h € C®°(M,N(i)): h(M) CU", h ~ 0}

in C°°(M, N (i)). Its inverse is given by the smooth mapping 7¢ : h
Tt o h.

We have 7i(ho f) = 7¢(h) o f for those f € Diff(M) which are near
enough to the identity so that ho f € V(i). We consider now the open
set

{hof:heV(),feDiff(M)} C C™((M,U")).

Obviously we have a smooth mapping from it into C°(U*) x Diff (M)
given by h — (ho(poh)~t,poh), where C>°(U?) is the space of sections
with compact support of U* — M. So if we let Q(i) := 74(C=(U?) N
V(i)) C Emb(M, N) we have

W(i) := U(i) o Diff (M) = Q(i) x Diff (M) = (C°(U*) N V(i) x Diff (M),

since the action of Diff (M) on i is free. Furthermore 7|Q(7) : Q(i) —
Emb(M, N)/Diff (M) is bijective onto an open set in the quotient.

We now consider ¢; o (m|Q(i))™! : m(Q(>i)) — C=(U?) as a chart
for the quotient space. In order to investigate the chart change let
j € Emb(M,N) be such that 7(Q(:)) N 7(Q(j)) # 0. Then there is
an immersion h € W(i) N Q(j), so there exists a unique fy € Diff (M)
(given by fo = pog;(h)) such that ho f ' € Q(i). If we consider jo f;*
instead of j and call it again j, we have Q(1)NQ(j) # @ and consequently
UE)NU(F) # 0. Then the chart change is given as follows:

pio (r]Q(i) " oo (7). : CZ(UY) — CZ(U")

s— 1) 08 <pi(7'j os)o (pi o <pi(7'j o 5))71.
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This is of the form s — (o s for a locally defined diffeomorphism  :
N(j) — N (i) which is not fiber respecting, followed by h + ho(pioh)~1.
Both composants are smooth by the general properties of manifolds of
mappings. So the chart change is smooth.

We show that the quotient space B(M, N) = Emb(M, N)/Diff (M) is
Hausdorff. Let i, j € Emb(M, N) with 7(¢) # m(j). Then «(M) # j(M)
in N for otherwise put i(M) = j(M) =: L, a submanifold of N; the
mapping it oj : M — L — M is then a diffeomorphism of M and
j=1io0(i"toj) € ioDiff (M), so 7 (i) = m(j), contrary to the assumption.

Now we distinguish two cases.

Case 1. We may find a point yo € i(M) \ j(M), say, which is not a
cluster point of j(M). We choose an open neighborhood V of yg in N
and an open neighborhood W of j(M) in N such that VNW = (). Let
V:={k € Emb(M,N) : k(M)NV} W :={k € Emb(M,N) : k(M) C
W}. Then V is obviously open in Emb(M, N) and V is even open in the
coarser compact open topology. Both V and W are Diff (M) saturated,
ieW,jeV,and VNW = 0. So 7(V) and w(W) separate m(i) and
m(j) in B(M, N).

Case 2 Let (M) C j(M) and j(M) C i(M). Let y € i(X), say. Let
(V,v) be a chart of N centered at y which maps ¢(M) NV into a linear
subspace, v(¢(M)NV) C R™Nv(V) C R”, where n = dim M, n = dim N.
Since j(M) C i(M) we conclude that we have also v((i(M) U j(M)) N
V) CR™Nu(V). So we see that L := i(M)Uj(M) is a submanifold of N
of the same dimension as N. Let (W, pr, L) be a tubular neighborhood
of L. Then Wp|i(M) is a tubular neighborhood of (M) and Wi |j(M)
is one of j(M). O

7.4. Theorem. Let M and N be smooth manifolds. Then the diffeo-
morphism group Diff (M) acts smoothly from the right on the smooth
manifold Immp,op(M, N) of all smooth proper immersions M — N,
which is an open subset of C°(M,N).

Then the space of orbits Immy,,..,(M, N)/ Diff (M) is Hausdorff in the
quotient topology.

Let ImMyree, prop (M, N) be set of all proper immersions, on which
Diff (M) acts freely. Then this is open in C°°(M,N) and is the total
space of a smooth principal fiber bundle

Immgee, prop (M, N) — ImMiree prop (M, N)/ Diff (M).

This is proved in [Cervera-Mascaro-Michor, 1989], where also the exis-
tence of smooth transversals to each orbit is shown and the stratification
of the orbit space into smooth manifolds is given.
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8. The Frolicher-Nijenhuis Bracket

8.1. In this section let M be a smooth manifold. We consider the graded
commutative algebra Q(M) = 212”6M QOF(M) of differential forms on
M. The space Dery, Q(M) consists of all (graded) derivations of degree k,
i.e. all linear mappings D : Q(M) — Q(M) with D(Q(M)) C QFH(M)
and D( A ) = D(¢) A+ (~1)F A D(y) for o € D(M).

Lemma. Then the space Der Q(M) = @, Der, Q(M) is a graded Lie
algebra with the graded commutator [Dy, D3] := Dy o Dy — (—1)¥1F2 Dy 0
Dy as bracket. This means that the bracket is graded anticommutative,

[Dy, D3] = —(=1)*¥2[Dy,, Dy], and satisfies the graded Jacobi identity
[Dl, [DQ,Dg]] = [[D17D2]7D3] + (—1)[D2, [Dl,Dg]] (50 that ad(Dl) =
[D1, | isitself a derivation).

Proof. Plug in the definition of the graded commutator and compute. [J

From the basics of differential geometry one is already familiar with
some graded derivations: for a vector field X on M the derivation ix is
of degree —1, Lx is of degree 0, and d is of degree 1. Note also that the
important formula Lx = dix + ix d translates to Lx = [ix, d].

8.2. A derivation D € Dery Q(M) is called algebraic if D | Q°(M) = 0.
Then D(f.w) = f.D(w) for f € C*°(M,R), so D is of tensorial character
and induces a derivation D, € Dery AT M for each x € M. It is
uniquely determined by its restriction to 1-forms Dy|TiM : ToM —
AFHIT* M which we may view as an element K, € A*'T*M @ T,M
depending smoothly on x € M. To express this dependence we write
D =ik = i(K), where K € C®°(AM1T*M @ TM) =: QFY(M; TM).
We call Q(M,TM) = zi:r%M QF(M, T M) the space of all vector valued
differential forms.

Theorem. (1) For K € QF1(M,TM) the formula
(igw)( Xy, Xpte) =
— m Z sign 0w (K (Xo1, - s Xo(hr1))s Xo(hr2)s---)

4SS T

for w € QYM), X; € X(M) (or T,M) defines an algebraic graded
derivation i € Dery Q(M) and any algebraic derivation is of this form.
(2) By i([K,L]") := [ik,ir] we get a bracket [ , |~ on the space
Q=Y (M, TM) which defines a graded Lie algebra structure with the
grading as indicated, and for K € QY (M, TM), L € QY (M, TM)
we have
K, L] =ixL — (-1)*i K.
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[ , [ is called the algebraic bracket or also the Nijenhuis-Richard-
son bracket, see [Nijenhuis-Richardson, 1967].

Proof. Since A*Tx M is the free graded commutative algebra generated
by the vector space T M any K € QF1(M,TM) extends to a graded
derivation. By applying it to an exterior product of 1-forms one can
derive the formula in (1). The graded commutator of two algebraic
derivations is again algebraic, so the injection i : Q**1(M,TM) —
Dery(Q(M)) induces a graded Lie bracket on Q**1(M, T M) whose form
can be seen by applying it to a 1-form. [

8.3. The exterior derivative d is an element of Dery Q(M). In view of
the formula Lx = [ix,d] = ix d+ dix for vector fields X, we define
for K € QF(M;TM) the Lie derivation L = L(K) € Der, Q(M) by
LK = [Z']wd].

Then the mapping £ : Q(M,TM) — DerQ(M) is injective, since
Lxf=igdf =df oK for f € C*(M,R).

Theorem. For any graded derivation D € Dery Q(M) there are unique
K € Q¥(M;TM) and L € Q**Y(M; TM) such that

D=Lg+1ir.

We have L = 0 if and only if [D,d] = 0. D is algebraic if and only if
K =0.

Proof. Let X; € X(M) be vector fields. Then f — (Df)(X1,...,Xx) is
a derivation C*°(M,R) — C*(M,R), so there is a unique vector field
K(Xi,...,X)) € X(M) such that

(Df)(X1,... . Xp) = K(X1,...,Xp)f =df (K(X1,...,X)).

Clearly K(X,...,X) is C°°(M,R)-linear in each X; and alternating,
so K is tensorial, K € QF(M;TM).

The defining equation for K is Df = df o K = ixdf = Lk f for
f € C®(M,R). Thus D— L is an algebraic derivation, so D— L = iy,
by 8.2 for unique L € Q*TY(M; TM).

Since we have [d,d] = 2d*> = 0, by the graded Jacobi identity we
obtain 0 = [ix, [d,d]] = [[ix,d],d] + (=1)*"'[d, [ix,d]] = 2[Lk,d]. The
mapping L +— [ir,d] = Lk is injective, so the last assertions follow. O

8.4. Applying i(Idrps) on a k-fold exterior product of 1-forms we see
that i(Idry)w = kw for w € QF(M). Thus we have L(Idry) = w =
i(Idrar)dw — di(Idppy)w = (k+ 1)dw — kdw = dw. Thus L(Idrp) = d.
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8.5. Let K € QF(M;TM) and L € QYM;TM). Then obviously
[[Lx,LL],d] =0, so we have

[£(K), £(L)] = L([K, L])

for a uniquely defined [K, L] € Q*+¢(M;TM). This vector valued form
[K, L] is called the Frélicher-Nijenhuis bracket of K and L.

Theorem. The space Q(M;TM) = 2;“6]\4 QF (M ; TM) with its usual
grading is a graded Lie algebra. Idry € QY (M;TM) is in the center,
i.e. [K,Idpp] =0 for all K.

L:(QUM;TM),[ , ]) — DerQ(M) is an injective homomorphism
of graded Lie algebras. For vector fields the Frolicher-Nijenhuis bracket
coincides with the Lie bracket.

Proof. df o [X,Y] = L([X,Y])f = [Lx,Ly]f. The rest is clear. O
8.6. Lemma. For K € QF¥(M;TM) and L € Q*TY(M;TM) we have

[Cx.in] = i([K, L]) = (~1)*L(iL K), or
iz, £x] = L(iLK) — (-=1)*4([L, K)).

This generalizes the usual formula for vector fields.
Proof. For f € C>*°(M,R) we have [ip, Lx|f = irixdf —0 = ip(df o
K) =df o (itK) = L(irK)f. So [ir,Lx] — L(irK) is an algebraic
derivation.

([ir, Lxcl, d) = lir, [Lxc, d]] = (=)L, [ir, d]] =
=0 — (=D)*L(K, L)) = (=1)*[i([L, K]), d]).
Since [ ,d] kills the ”£’s” and is injective on the ”4’s”, the algebraic
part of iz, Lx] is (=1)*i([L, K]). O
8.7. The space Der Q(M) is a graded module over the graded algebra
Q(M) with the action (w A D) = w A D(p).

Theorem. Let the degree of w be q, of ¢ be k, and of b be £. Let the
other degrees be as indicated. Then we have:

(1) [wA Dy, Dy] =wA [Dy,Dy] — (=1)0Fk)k2 gy (W) A Dy
(2) iwAL)=wAi(L)

(3) WALk =LwAK)+ (1) Li(dw A K).

(4) WALy, Ly =wA|[L1, L] ™~
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— (- 1)(Q+€1 1)(£2—1), i(Lo)w A L.

(5) [wA KKy =wA Ky, Ky] — (—1)@tF)k £(Ko)w A K
+ (1) Fdw A (K K.

6) [peoXveY]l=pAYe[X,Y]
— (iydp AYp @ X — (D) ixdp Ap®Y)
— (diiypAy) @ X — (1) d(ixp Ap) ®Y)
=p ANV R[X, Y]+ oALxY QY —LypAp® X
+(-DF (Ao Nixyp @Y +iyp Adyp @ X).

Proof. For (1) , (2) , (3) write out the definitions. For (4) compute
i([w A L1, La]"). For (5) compute L([w A K1, K3]). For (6) use (5) . O

8.8. Theorem. For K € QF(M;TM) and w € QY(M) the Lie deriv-
atiwe of w along K is given by the following formula, where the X; are
vector fields on M.

(ﬁKUJ)(Xl, s 7Xk+é) =
= mn >_signo LIK(Xo1,. . Xor))(@(Xo(es1)s - > Xorre))

+ e Z sigh o W([K (Xot, -+ s Xok)s Xo(ern))s Xo(hia)s---)

(—1)F—1
+ (=Pl 1),([ Pl ZSIgHO’W XUl,XUQ],Xog,...),XU(;H_Q),...).

Proof. 1t suffices to consider K = ¢ ® X. Then by 8.7.3 we have L(p ®
X)=¢ALx —(—=1)*dp Aix. Now use the usual global formulas to
expand this. [

8.9. Theorem. Global formula for the Frolicher-Nijenhuis
bracket. For K € QF(M;TM) and L € QY(M;TM) we have for the
Frélicher-Nijenhuis bracket [K, L] the following formula, where the X;
are vector fields on M.

[K,L)(X1, ..., Xpe) =
=t Y _signo [K(Xo1, .., Xok), L(Xo i) -+ Xosn)]

+ Wil)' Zsigno L([K(Xgl, ‘e aXcrk)vXo(k—&-l)]vXa(k—i-Q)» .. )
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_1\ke .
+%281gnaK([L(X,ﬂ,... Xot)s Xoer1))s Xo(er2),---)

_qyk-t
+ = 1)}(4 1'2|ZslgnJL Xo1, Xo ] XUB,:'.),XG(k+2)7..-)

1)k-1)¢

+ Tt 1,2,Zs1gnoK ((Xo1, Xoo), Xozs- - )y Xo(rr2)s---)-

Proof. Tt suffices to consider K = ¢ ® X and L = ¢ ® Y, then for
[ ® X, ® Y] we may use 8.7.6 and evaluate that at (X1,..., Xkye).
After some combinatorial computation we get the right hand side of the
above formula for K =p®@ X and L=¢y @Y. O

There are more illuminating ways to prove this formula, see [Michor,
1987].

8.10. Local formulas. In a local chart (U,u) on the manifold M we
put K |[U=YK.d*®0;, L|U =Y L4d°®0;, andw | U = Y w,d",
where @ = (1 < a1 < ao < oo < < dimM) is a form index,
d® =du® A...Ndu®, 9; = Bu‘ and so on.

Plugging X = 0 1nto the global formulas 8.2, 8.8, and 8.9, we get
the following local formulas:

. E : ey
IRW | U= . akwiak+1mak+£71 d

K L |U Z( Q1.0 zak+1 g
_ (,1)(16*1)(571)1& _ K ) d* ® 0;

1...Qp 1O O g

‘CKw | U= Z(Kél .o 8iwo¢k+1...o¢k+g
+ (_]‘)k(aalK(leak) wiak_*_g“.ak_,_e)da

[K’ L] | U = Z(K(Z)Ll Ne7% 8 L()zk+1 Olg4p
— (DML, ., 0:K]

xq...0p Qp41---Kptp
- ngt Q11 8 Llak+1 ey R
kL % a
+ (_1) EL] 7Y D Kau-l ak+e) d* ® aj

8.11. Theorem. For K; € QF(M;TM) and L; € QX+ (M;TM) we
have

(1) [‘CKl +ir,, Lk, +iL2] =
=L ([K1, K] +ir, Ko — (—1)"F2i; K7)
+i ([L1, Lo] "+ [K1, Lo] — (—1)"**2[K,, Ly]) .
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Each summand of this formula looks like a semidirect product of graded
Lie algebras, but the mappings

i:QM;TM) - End(Q(M;TM),[ , ]
ad : Q(M;TM) — End(Q(M; TM),[ , )

do not take values in the subspaces of graded derivations. We have in-
stead for K € QF(M;TM) and L € Q'TY(M;TM) the following rela-
tions:

(2)  ip[Ky, Ko = [in Ky, Ko] + (—1)"¢[Ky, i Ko]

— (DB D) K — (—1) " ORi([Ka, L) K )
(3)  [K,[L1, Lo = [[K, L], Lo+ (1) [Ly, [K, L]~

~ (=1 (L) K, La) = (- )* 0% (L) K, L))

The algebraic meaning of the relations of this theorem and its conse-
quences in group theory have been investigated in [Michor, 1989b]. The
corresponding product of groups is well known to algebraists under the
name " Zappa-Szep”-product.

Proof. Equation (1) is an immediate consequence of 8.6. Equations (2)
and (3) follow from (1) by writing out the graded Jacobi identity, or as
follows: Consider L(ir[K1,K3]) and use 8.6 repeatedly to obtain £ of
the right hand side of (2). Then consider i([K, [L1, L2]7]) and use again
8.6 several times to obtain ¢ of the right hand side of (3). O

8.12. Corollary (of 8.9). For K, L € Q' (M;TM) we have

[K,L)(X,Y) = [KX,LY] — [KY, LX]
— L(KX,Y] - |[KY, X))
— K([LX,Y] - [LY, X))
+ (LK + KL)[X,Y].

8.13. Curvature. Let P € QY(M;TM) be a fiber projection, i.e.
Po P = P. This is the most general case of a (first order) connection.
We may call ker P the horizontal space and im P the vertical space of the
connection. If P is of constant rank, then both are sub vector bundles
of TM. If im P is some primarily fixed sub vector bundle or (tangent
bundle of) a foliation, P can be called a connection for it. Special cases
of this will be treated extensively later on. For the general theory see
[Michor, 1989a] The following result is immediate from 8.12.
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Lemma. We have
[P,P]=2R+ 2R,

where R, R € Q>(M;TM) are given by R(X,Y) = P[(Id — P)X, (Id —
P)Y] and R(X,Y) = (Id — P)[PX, PY].

If P has constant rank, then R is the obstruction against integra-
bility of the horizontal bundle ker P, and R is the obstruction against
integrability of the vertical bundle im P. Thus we call R the curvature
and R the cocurvature of the connection P. We will see later, that for a
principal fiber bundle R is just the negative of the usual curvature.

8.14. Lemma. General Bianchi identity. If P € Ql(M;TM) s a
connection (fiber projection) with curvature R and cocurvature R, then
we have

[P,R+R]=0
[R,P] =irR+igR.

Proof. We have [P,P] = 2R + 2R by 8.13 and [P, [P, P]] = 0 by the
graded Jacobi identity. So the first formula follows. We have 2R =
Po [P,P] = Z'[p,p]P. By 8.11.2 we get ’i[pJD][P, P] = Q[i[P7P]P, P] —0=
4[R, P]. Therefore [R, P| = Yijp p)[P, P] = i(R+R)(R+R) = igR+igR
since R has vertical values and kills vertical vectors, so ir R = 0; likewise
for R. O

8.15. Naturality of the Froélicher-Nijenhuis bracket. Let f :
M — N be a smooth mapping between manifolds. Two vector val-
ued forms K € QF(M;TM) and K' € QF(N;TN) are called f-related
or f-dependent, if for all X; € T, M we have

(1) Ky (Tuf - Xu,oo Tof - Xp) = Tof - Ko(Xa, ..., Xp).

Theorem.

(2) If K and K’ as above are f-related then ix o f* = f* oig: :
Q(N) — Q(M).

(3) Ifixg o f* | BYN) = f*oig: | BY(N), then K and K’ are
f-related, where B denotes the space of exact 1-forms.

(4) If Kj and K are f-related for j = 1,2, then ix, Ky and ig; Kj
are f-related, and also [K1, K3]™ and [K}, K™ are f-related.

(5) If K and K’ are f-related then Lk o f* = f*o Lk : Q(N) —



34 8. Frolicher-Nijenhuis bracket

(6) If Lk o f* | QON) = f*o Ly | QUN), then K and K' are
f-related.

(7) If K; and K are f-related for j = 1,2, then their Frélicher-
Nijenhuis brackets [K1, K3] and [K}, K] are also f-related.

Proof. (2) By 8.2 we have for w € Q4(N) and X; € T, M:

(ikf w)e(X1,. s Xgpro1) =
= i 2 Sign o (f*w)e (Ka(Xo, -, Xok)y Xo(rsn)s- )

= stignawf(I)(Tmf cKo(Xo1,0 ), Tof - Xo(hgrys---)

== m ZSIgnUWf(I) (K}(I) (Ta:f . Xo'l; . ),wa . Xo'(k+1)7 .. )
= (f*iK/OJ)x(Xl, e 7Xq+k—1>

(3) follows from this computation, since the df, f € C*°(M,R) sep-
arate points. (4) follows from the same computation for K» instead of
w, the result for the bracket then follows 8.2.2.

(5) The algebra homomorphism f* intertwines the operators ix and
i by (2), and f* commutes with the exterior derivative d. Thus f*
intertwines the commutators [ix,d] = Lk and [ix/,d] = Lk .

(6) For g € QYN) we have Lx f*g = ixdf*g = ix f*dg and
f*Lrrg= f*ig dg. By (3) the result follows.

(6) The algebra homomorphism f* intertwines Lx; and £ K}, 80 also
their graded commutators which equal L£([K71, K2]) and L([K], K}]), re-
spectively. Now use (6) . O

8.16. Let f: M — N be a local diffeomorphism. Then we can consider
the pullback operator f* : Q(M;TM) — Q(M;TM), given by

(1) (F*K)w(Xla ce- an) = (wa)_le(m) (Ta:f - Xq,. aTa:f ’ Xk)'

Clearly K and f*K are then f-related.

Theorem. In this situation we have:
(2) fMIK L =[f"K, frL].
(3) frikL =iprf*L.
(4) [*K L= [f"K, f* L]
(5) For a vector field X € X(M) and K € Q(M;TM) the Lie
deriative Lx K = %|O(Flf<)*K satisfies Lx K = [X, K], the
Frélicher-Nijenhuis-bracket.
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We may say that the Frolicher-Nijenhuis bracket, [ , 7 etc. are
natural bilinear concomitants.

Proof. (2) — (4) are obvious from 8.16. (5) Obviously Lx is R-linear,
so it suffices to check this formula for K = ¢y ® Y, ¢ € Q(M) and
Y € X(M). But then

Lx(W@Y)=LxY @Y +9 @ LxY
=LxY QY +¢®[X,Y]
=[X,9®Y] by87.6. O

8.17. Remark. At last we mention the best known application of the
Frolicher-Nijenhuis bracket, which also led to its discovery. A vector
valued 1-form J € QY(M;TM) with J o J = —Id is called a nearly
complex structure; if it exists, dim M is even and J can be viewed as a
fiber multiplication with /=1 on T'M. By 8.12 we have

[ J)(X,Y) =2([JX,JY] - [X,Y] - J[X,JY] — J[JX,Y]).

The vector valued form 1[J, J] is also called the Nijenhuis tensor of .J.
For it the following result is true:

A manifold M with a nearly complex structure J is a complex man-
ifold (i.e., there exists an atlas for M with holomorphic chart-change
mappings) if and only if [J, J] = 0. See [Newlander-Nirenberg, 1957].
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9. Fiber Bundles and Connections

9.1. Definition. A (fiber) bundle (E,p, M, S) consists of manifolds E,
M, S, and a smooth mapping p : E — M; furthermore each z € M has
an open neighborhood U such that E | U := p~!(U) is diffeomorphic to
U x S via a fiber respecting diffeomorphism:

E|lU -2~ UxS

| o |
U —— U

FE is called the total space, M is called the base space or basis, p is a
surjective submersion, called the projection, and S is called standard
fiber. (U, ) as above is called a fiber chart.

A collection of fiber charts (Uy, 14 ), such that (U,) is an open cover
of M, is called a (fiber) bundle atlas. If we fix such an atlas, then
VYaoths ™ (x,8) = (2, Vas(t, ), where ¥as : (UaNUs) xS — S is smooth
and Y5(x, ) is a diffeomorphism of S for each x € Uyg := U, N Us.
We may thus consider the mappings ¥,g : Uyg — Diff(S) with values
in the group Diff(S) of all diffeomorphisms of S; their differentiability is
a subtle question, which will be discussed in 13.1 below. In either form
these mappings 1, are called the transition functions of the bundle.
They satisfy the cocycle condition: )ap(x) 0 gy (x) = oy (x) for x €
Uagy and Yqq(x) = Idg for x € U,. Therefore the collection (1q3) is
called a cocycle of transition functions.

Given an open cover (U, ) of a manifold M and a cocycle of transition
functions (13) we may construct a fiber bundle (E, p, M, S) similarly as
in the following way: On the disjoint union | | {a} x U, x S we consider
the equivalence relation:

(o, z,8) ~ (B,y,t) if and only if z =y and Paa(y,t) = s.
The quotient space then turns out to be a fiber bundle, and we may use

the mappings ¥4 ([(a, , s5)]) := (z, s) as a bundle atlas whose cocycle of
transition functions is exactly the one we started from.

9.2. Lemma. Let p : N — M be a surjective submersion (a fibred
manifold) such that p~*(x) is compact for each * € M and let M be
connected. Then (N,p, M) is a fiber bundle.

Proof. We have to produce a fiber chart at each g € M. So let (U, u) be
a chart centered at xyp on M such that u(U) = R™. For each x € U let
&(y) :== (Tyu)~tu(z), then & € X(U), depending smoothly on = € U,
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such that u(FI5” u=1(2)) = 2 + t.u(z), so each &, is a complete vector
field on U. Since p is a submersion, with the help of a partition of unity
on p~}(U) we may construct vector fields 1, € X(p~!(U)) which depend
smoothly on x € U and are p-related to &,: Tp.n, = & op. Thus
poFIJ* = FI5* op and FI7* is fiber respecting, and since each fiber is
compact and &, is complete, 7, has a global flow too. Denote p~!(z¢)
by S. Then ¢ : U x S — p~1(U), defined by ¢(z,y) = FlI*(y), is
a diffeomorphism and is fiber respecting, so (U,¢~!) is a fiber chart.
Since M is connected, the fibers p~!(x) are all diffeomorphic.

9.3. Let (E,p,M,S) be a fiber bundle; we consider the fiber linear
mapping Tp : TE — T M and its kernel ker Tp =: V E which is called
the vertical bundle of E. The following is special case of 8.13.

Definition A connection on the fiber bundle (E,p, M, S) is a vector
valued 1-form ® € Q! (E; V E) with values in the vertical bundle VE such
that ® o ® = ® and Im® = V' E; so ® is just a projection TE — VE.

Then ker ® is of constant rank, so ker ® is a sub vector bundle of TFE,
it is called the space of horizontal vectors or the horizontal bundle and
it is denoted by HE Clearly TE = HE® VFE and T,F = H E & V, E
foru € E.

Now we consider the mapping (T'p,7g) : TE — TM x5 E. Then
(Tp,7g) " (Op(uy;u) = Vo, E by definition, so (T'p,7p) | HE : HE —
TM x p E is fiber linear over E and injective, so by reason of dimensions
it is a fiber linear isomorphism: Its inverse is denoted by

C:=((Tp,np) | HE)™" :TM xy E — HE — TE.

So C:TM xy E— TF is fiber linear over E and is a right inverse for
(Tp,7g). C is called the horizontal lift associated to the connection ®.

Note the formula ®(&,) = &, — C(Tp.&y,u) for &, € T, E. So we can
equally well describe a connection ® by specifying C. Then we call ®
the wvertical projection and x := idrg — ® = C o (T'p,mg) will be called
the horizontal projection.

9.4. Curvature. If ® : TE — V FE is a connection on a fiber bundle
(E,p, M,S), then as in 8.13 the curvature R of ® is given by
2R = [®,®] = [Id — ®,1d — ®] = [y, x] € Q*(E;VE).

We have R(X,Y) = 1[®,®](X,Y) = ®[xX,xY], so R is an obstruc-
tion against integrability of the horizontal subbundle. Since the vertical
bundle V E is integrable, by 8.14 we have the Bianchi identity [®, R] = 0.
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9.5. Pullback. Let (E,p, M,S) be a fiber bundle and consider a
smooth mapping f : N — M. Since p is a submersion, f and p are
transversal and thus the pullback N x (s ) £ exists. It will be called
the pullback of the fiber bundle E by F' and we will denote it by f*E.
The following diagram sets up some further notation for it:

PE 2L g
r| |
N — M

f

Proposition. In the situation above we have:

(1) (f*E, f*p,N,S) is again a fiber bundle, and p*f is a fiber wise
diffeomorphism.

(2) If® € QY(E;TE) is a connection on the bundle E, the vector val-
ued form f*®, given by (f*®).(X) = Tu(p*f) L. ®.Tu(p*f). X
for X € TyFE, is again a connection on the bundle f*FE. The
forms f*® and ® are p* f-related in the sense of 8.15.

(3) The curvatures of f*® and ® are also p* f-related: R(f*®) =

F*R(®).

Proof. (1). If (Uy,,4) is a fiber bundle atlas of (E,p, M, .S) in the sense
of 9.1, then (f~Y(Uy,), (f*p, praotq op* f)) is visibly a fiber bundle atlas
for (f*E, f*p,N,S), by the formal universal properties of a pullback.
(2) is obvious. (3) follows from (2) and 8.15.6. O

9.6. Flat connections. Let us suppose that a connection ® on the
bundle (E,p, M, S) has zero curvature. Then by 9.4 the horizontal bun-
dle is integrable and gives rise to the horizontal foliation. Each point
u € E lies on a unique leaf L(u) such that T, L(u) = H,E for each
v € L(u). The restriction p | L(u) is locally a diffeomorphism, but in
general it is neither surjective nor is it a covering onto its image. This
is seen by devising suitable horizontal foliations on the trivial bundle
pro: R x ST — St

9.7. Local description of connections. Let ® be a connection on
(E,p, M,S). Let us fix a fiber bundle atlas (U,) with transition functions
(Yap), and let us consider the connection (1,)~1)*® € QY(U, x S; U, X
TS), which may be written in the form

((1/)@)71)*‘1’)(595,%) = —Fa(fx,y) + Ny for £ € T, U, and Ny € Ty57
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since it reproduces vertical vectors. The I'* are given by

(02, 7% (&2, y)) = =T(¥a)-@.T(tha) ™" (&, 0y)-

We consider I'* as an element of the space Q!(U,; X(9)), a 1-form on
U® with values in the infinite dimensional Lie algebra X(.5) of all vector
fields on the standard fiber. The I'* are called the Christoffel forms of
the connection ® with respect to the bundle atlas (U,, %q)-

Lemma. The transformation law for the Christoffel forms is

Ty(waﬁ(x’ )).F’B(gx,y) = Fa(&xad’aﬁ(xvy)) - Tw(waﬁ( ay))gx

The curvature R of ® satisfies
(o ')*R = dl* + [T*, T x(s).

The formula for the curvature is the Maurer-Cartan formula which
in this general setting appears only in the level of local description.

Proof. From v, o (¥5) " (z,y) = (2, Yas(r,y)) we get that
T (a0 (d’ﬁ)il)-(facﬂly) = (fva(w,y)(¢a6)~(§xvny)) and thus:

T(h5") (02, TP (&0, ) = —@(T(¥5") (62, 0y)) =
= —O(T(hy").T (a0 tp5").(6,0y)) =
= = (T (V3 ) (&, Tiay) (Vap) (&, 0y))) =
= —®(T (g ") (&x,0y)) = ®(T (V5 ") (0, Tia,y) Y €y 0y))) =
=T (") (05, T (&as Yap(,9))) = T3 ") (00, To(Yap( 1)) Ee)-

This implies the transformation law.
For the curvature R of ® we have by 9.4 and 9.5.3

(W) R((E "), (€3n%) =
= (g ) R[(Id — (v 1) @)(h,n'), (Id — (¢ _1)*‘5)( 2] =
= (o 1) @[(E", T (Eh), (6%, T (¢ )
= (1)@ ([¢,€7],6' T (&%) — &ro (¢! ) [
To([eh, &%) + €T (€?) — 2T (eh) + [T (¢!
= dr*(¢h, &%) + [T (1), T (¢? )]BE(S) O



40 9. Connections on general fiber bundles

9.8. Theorem. Parallel transport. Let ® be a connection on a
bundle (E,p, M,S) and let ¢ : (a,b) — M be a smooth curve with 0 €
(a,b), ¢(0) = x.

Then there is a neighborhood U of E, x {0} in E, X (a,b) and a

smooth mapping Pt. : U — E such that:

(1) p(Pt(c,t,uy)) = c(t) if defined, and Pt(c, ug,0) = uy.

(2) (L Pt(c,t,uy)) = 0o if defined.

(3) Reparametrisation invariance: If f : (a’,b") — (a,b) is smooth
with 0 € (a',V'), then Pt(c, f(t),us) = Pt(co f,t,Pt(c, us, £(0)))
if defined.

(4) U is mazximal for properties (1) and (2).

(5) The parallel transport is smooth as a mapping

C®(R, M) X(evorsp) EXRDOU 25 E,

where U s its domain of definition.

(6) If X € X(M) is a vector field on the base then the parallel trans-
port along the flow lines of X is given by the flow of the horizontal
lift CX of X:

Pt(F1* (2),t,uz) = F19% (u,).

Proof. We first give three different proofs of assertions (1) — (4).

First proof. In local bundle coordinates ® (4 Pt(c,u,,t)) = 0 is an ordi-
nary differential equation of first order, nonlinear, with initial condition
Pt(c,uz,0) = u,. So there is a maximally defined local solution curve
which is unique. All further properties are consequences of uniqueness.

Second proof. Consider the pullback bundle (¢*FE,c*p, (a,b),S) and the
pullback connection c¢*® on it. It has zero curvature, since the horizontal
bundle is 1-dimensional. By 9.6 the horizontal foliation exists and the
parallel transport just follows a leaf and we may map it back to F, in
detail: Pt(c,uy,t) = p*c((c*p | L(ug))~1(t)).

Third proof. Consider a fiber bundle atlas (U, %,) as in 9.7. Then
Ya(Pte, 95 (2, 9),)) = (c(t),7(y, ), where
0= ((a") @) (gGe), £v(y,1) = =T (Fe®),1(y, 1) + £ (y, 1),

so v(y,t) is the integral curve (evolution line) through y € S of the
time dependent vector field I (£¢(t)) on S. This vector field visibly
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depends smoothly on c¢. Clearly local solutions exist and all properties
follow.

(5). By the considerations of section 6 it suffices to show that Pt
maps a smooth curve

(Cla02303) R—=UC COO(RVM) X(eVOJ\/IJ’) E xR

to a smooth curve in E. We use the description of the smooth curves
in C*°(R, M) from 6.2 and see that the ordinary differential equation
considered in the first proof then just depends on some parameters more.
By the theory of ordinary differential equations the solution is smooth
in this parameters also, which we then set equal.

(6) is obvious from the definition. O

9.9. Lemma. Let & be a connection on a bundle (E,p, M,S) with
curvature R and horizontal lift C. Let X € X(M) be a vector field on
the base.

Then for the horizontal lift CX € X(E) we have

Lox® = 2|, (FI7*)"® = [CX,®] = —}icxR.

Proof. From 8.16.(5) we get Lox® = %|0 (FI°*)*® = [C X, ®]. From
8.11.(2) we have

icxR = icX[‘I), fb]
= licx®, @] — [®,icx ] + 2i[g,cx]P
— 20[CX, D]

The vector field CX is p-related to X and ® € Q' (E;TE) is p-related
to 0 € QY(M;TM), so by 8.15.(7) the form [C X, ®] € Q' (E; TE) is also
p-related to 0 = [X,0] € Q'(M;TM). So Tp.[CX,®] =0, [CX,®P] has
vertical values, and [CX,®] = ®[CX,?]. O

9.10. A connection ® on (E,p, M, S) is called a complete connection,
if the parallel transport Pt. along any smooth curve ¢ : (a,b) — M is
defined on the whole of E) x (a,b). The third proof of theorem 9.8
shows that on a fiber bundle with compact standard fiber any connection
is complete.
The following is a sufficient condition for a connection ® to be com-
plete:
There exists a fiber bundle atlas (Uy, 1o ) and complete Riemann-
ian metrics g, on the standard fiber S such that each Christoffel
form '™ € QY(U,, X(S9)) takes values in the linear subspace of
go-bounded vector fields on S
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For in the third proof of theorem 9.8 above the time dependent vector
field (L ¢(t)) on S is go-bounded for compact time intervals. So by
continuation the solution exists over ¢~1(U, ), and thus globally.

A complete connection is called an Ehresmann connection in [Greub
- Halperin - Vanstone I, p 314], where it is also indicated how to prove
the following result.

Theorem. Fach fiber bundle admits complete connections.

Proof. Let dimM = m. Let (Uy, 1) be a fiber bundle atlas as in
9.1. By topological dimension theory [Nagata, 1965] the open cover
(Uy) of M admits a refinement such that any m + 2 members have
empty intersection. Let U, ) itself have this property. Choose a smooth
partition of unity (fa) subordinated to (U,). Then the sets V, := {z :
falz) > #H} C U, form still an open cover of M since 3 fo(x) =1
and at most m + 1 of the f,(x) can be nonzero. By renaming assume
that each V, is connected. Then we choose an open cover (W,,) of M
such that W, C V.

Now let g; and go be complete Riemannian metrics on M and S,
respectively (see [Nomizu - Ozeki, 1961] or [Morrow, 1970]). For not
connected Riemannian manifolds complete means that each connected
component is complete. Then ¢;1|U, X g2 is a Riemannian metric on
Uy x S and we consider the metric g := Y fo0%(91|Uas X g2) on E.
Obviously p : E — M is a Riemannian submersion for the metrics g and
g1. We choose now the connection ® : TE — V E as the orthonormal
projection with respect to the Riemannian metric g.

CrAamM: @ is a complete connection on E.

Let ¢ : [0,1] — M be a smooth curve. We choose a partition 0 = ¢y <
t; < --- <ty =1 such that c([t;, t;11]) C Va, for suitable «;. It suffices
to show that Pt(c(ti+ ),t,ucq,)) exists for all 0 < ¢ < ¢4 —t; and
all ucy,) € Ee,, for all 4 — then we may piece them together. So
we may assume that ¢ : [0,1] — V,, for some a. Let us now assume
that for some (z,y) € V, x S the parallel transport Pt(c, ¢, ¥ (z,y)) is
defined only for ¢ € [0,¢) for some 0 < ' < 1. By the third proof of 9.8
we have Pt(c,t, Vo (z,y)) = Yal(c(t),(t)), where v : [0,t') — S is the
maximally defined integral curve through y € S of the time dependent
vector field I*(4¢(t), ) on S. We put go = (1/51)*g, then (ga)(zy) =
(9)2 % (X fo(@)bpale, )"g2)y. Since pry < (Va x S, ga) — (Vs g1[Va)
is a Riemannian submersion and since the connection (1, 1)*® is also
given by orthonormal projection onto the vertical bundle, we get

t/
o0 > gi-lengthf (c) = ga-length(c,v) = / (¢ (£), Lr(1))]g., dt =
0
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- / VIO, + T4 7o(e®) Wanle(t), —)* ga) (), £r(8)) it >
> / VT | & ()]gy dt > Vi 2 / | (1) .

So go-lenght(7y) is finite and since the Riemannian metric g, on S is
complete, lim;_4y(t) =: y(t') exists in S and the integral curve 7y can
be continued. [
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10. Principal Fiber Bundles and G-Bundles

10.1. Definition. Let G be a Lie group and let (E, p, M, S) be a fiber
bundle as in 9.1. A G-bundle structure on the fiber bundle consists of
the following data:

(1) A left action £ : G x S — S of the Lie group on the standard
fiber.

(2) A fiber bundle atlas (U,, o) whose transition functions (¢ag)
act on S via the G-action: There is a family of smooth map-
pings (wap @ Uag — G) which satisfies the cocycle condition
Vap()0py (2) = pary(x) for & € Uy, and paq(x) = e, the unit
in the group, such that ¥as(z,s) = l(pas(z),s) = @as(z).s.

A fiber bundle with a G-bundle structure is called a G-bundle. A fiber
bundle atlas as in (2) is called a G-atlas and the family (p.3) is also
called a cocycle of transition functions, but now for the G-bundle.

To be more precise, two G-atlases are said to be equivalent (to de-
scribe the same G-bundle), if their union is also a G-atlas. This trans-
lates as follows to the two cocycles of transition functions, where we
assume that the two coverings of M are the same (by passing to the
common refinement, if necessary): (pap) and (¢;,5) are called coho-
mologous if there is a family (7, : U, — G) such that ¢up(z) =
Ta ()1l 5(x).75(2) holds for all z € Ungp.

In (2) one should specify only an equivalence class of G-bundle struc-
tures or only a cohomology class of cocycles of G-valued transition func-
tions. From any open cover (U, ) of M, some cocycle of transition func-
tions (pag @ Uag — G) for it, and a left G-action on a manifold S,
we may construct a G-bundle by gluing, which depends only on the
cohomology class of the cocycle. By some abuse of notation we write
(E,p, M, S,Q) for a fiber bundle with specified G-bundle structure.

EXAMPLES: The tangent bundle of a manifold M is a fiber bundle
with structure group GL(n). More general a vector bundle (E,p, M, V)
is a fiber bundle with standard fiber the vector space V and with GL(V)-
structure.

10.2. Definition. A principal (fiber) bundle (P,p, M, G) is a G-bundle
with typical fiber a Lie group G, where the left action of G on G is just
the left translation.

So by 10.1 we are given a bundle atlas (Uy, ¢ : P|Us — Uy X G) such
that we have <pa<p51(9:, a) = (z, pap(z).a) for the cocycle of transition
functions (pag : Uss — G). This is now called a principal bundle atlas.
Clearly the principal bundle is uniquely specified by the cohomology
class of its cocycle of transition functions.
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Each principal bundle admits a unique right action » : P x G — P,
called the principal right action, given by ¢ (r(¢; (z,a),9)) = (z,ag).
Since left and right translation on G commute, this is well defined. As
in 1.3 we write 7(u, g) = u.g when the meaning is clear. The principal
right action is visibly free and for any w, € P, the partial mapping
ry, = r(uy, ): G — P, is a diffeomorphism onto the fiber through
Uy, whose inverse is denoted by 7, : P, — G. These inverses together
give a smooth mapping 7 : P xjr P — G, whose local expression is
(o3 (x,a), o5  (z,b)) = a~1.b. This mapping is also uniquely deter-
mined by the implicit equation r(uy, 7(tz, vs)) = vs, thus we also have
T(ug.g,ul.g") = g7 7 (ug, ul).g" and 7(ug, us,) = e.

10.3. Lemma. Let p : P — M be a surjective submersion (a fibred
manifold), and let G be a Lie group which acts freely on P such that the
orbits of the action are exactly the fibers p~*(x) of p. Then (P,p, M, Q)
is a principal fiber bundle.

Proof. Let the action be a right one by using the group inversion if nec-
essary. Let s, : U, — P be local sections (right inverses) for p : P — M
such that (U,) is an open cover of M. Let ¢;! : Uy x G — P|U,
be given by ¢, !(z,a) = s.(r).a, which is obviously injective with in-
vertible tangent mapping, so its inverse ¢, : P|U, — Uy X G is a
fiber respecting diffeomorphism. So (U,, @) is already a fiber bun-
dle atlas. Let 7 : P xpy P — G be given by the implicit equation
(g, T(Ug, ul)) = ul, where r is the right G-action. 7 is smooth by
the implicit function theorem and clearly 7(ugz,ul.g) = 7(ug,u,).g.
Thus we have ¢a@; (7,9) = ¢als3(2).0) = (2,7(50(x), 55(x).9)) —
(z,7(sa(x),s3(x)).g9) and (Ua, ¢a) is a principal bundle atlas. O

10.4. Remarks. In the proof of Lemma 10.3 we have seen, that a
principal bundle atlas of a principal fiber bundle (P, p, M, G) is already
determined if we specify a family of smooth sections of P, whose domains
of definition cover the base M.

Lemma 10.3 can serve as an equivalent definition for a principal bun-
dle. But this is true only if an implicit function theorem is available, so
in topology or in infinite dimensional differential geometry one should
stick to our original definition.

From the Lemma itself it follows, that the pullback f*P over a smooth
mapping f : M’ — M is again a principal fiber bundle.

10.5. Homogeneous spaces. Let G be a Lie group with Lie algebra g.
Let K be a closed subgroup of G, then by a well known theorem K is a
closed Lie subgroup whose Lie algebra will be denoted by K. There is a
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unique structure of a smooth manifold on the quotient space G/K such
that the projection p : G — G/K is a submersion, so by the implicit
function theorem p admits local sections.

Theorem. (G,p,G/K,K) is a principal fiber bundle.

Proof. The group multiplication of G restricts to a free right action
1 G x K — G, whose orbits are exactly the fibers of p. By lemma 10.3
the result follows. O

For the convenience of the reader we discuss now the best know ho-
mMogeneous spaces.

The group SO(n) acts transitively on S"~! C R"™. The isotropy
group of the "north pole” (0,...,0,1) is the subgroup

((1) soogf 1)>

which we identify with SO(n —1). So S"~! = SO(n)/SO(n — 1) and
(SO(n),p,S"1,80(n — 1)) is a principal fiber bundle. Likewise
(O(n)vpv Sn—1’ O(n - 1))7
(SU(n),p,S*"~1,8U(n — 1)),
(U(n),p,S*1,U(n —1)), and
(Sp(n),p, St Sp(n — 1)) are principal fiber bundles.

The Grassmann manifold G(k,n; R) is the space of all k-planes con-
taining 0 in R™. The group O(n) acts transitively on it and the isotropy
group of the k-plane R¥ x {0} is the subgroup

(O(()k) O(no— k)) 7

therefore G(k,n;R) = O(n)/O(k) x O(n—k) is a compact manifold and

we get the principal fiber bundle (O(n), p, G(k,n;R), O(k) x O(n — k)).

Likewise

(SO(n)apv G(kv n, R)v SO(k) X SO(n - k))a

(U(n),p,G(k,n,C),U(k) x U(n —k)), and

(Sp(n),p, G(k,n,H), Sp(k) x Sp(n — k)) are principal fiber bundles.
The Stiefel manifold V(k,n,R) is the space of all orthonormal k-

frames in R™. Clearly the group O(n) acts transitively on V(k,n,R)

and the isotropy subgroup of (e1, ... ,ex) is 1 xO(n—k),so V(k,n,R) =

O(n)/O(n — k) is a compact manifold and we get a principal fiber bun-

dle (O(n),p,V(k,n,R),0O(n — k)) But O(k) also acts from the right

on V(k,n,R), its orbits are exactly the fibers of the projection p :

V(k,n,R) — G(k,n,R). So by lemma 10.3 we get a principal fiber
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bundle (V(k,n,R),p,G(k,n,R),0(k)). Indeed we have the following
diagram where all arrows are projections of principal fiber bundles, and
where the respective structure groups are written on the arrows:

O(n) O(n—k)

(a) o | ot |

Vin—knR) —— G(k,n,R),
O(n—k)

V(k,n,R)

It is easy to see that V(k,n) is also diffeomorphic to the space { A €
L(RF,R") : AL.A = 1}, i.e. the space of all linear isometries R* —
R"™. There are furthermore complex and quaternionic versions of the
Stiefel manifolds.

More examples will be given in sections on jets below.

10.6. Homomorphisms. Let x : (P,p, M,G) — (P',p',M’',G) be
a principal fiber bundle homomorphism, i.e. a smooth G-equivariant
mapping x : P — P’. Then obviously the diagram

p X, p

(@ I

M — M
X

commutes for a uniquely determined smooth mapping ¥ : M — M’. For
each x € M the mapping x. := x|Py : P — P)ﬁ((x) is G-equivariant and
therefore a diffeomorphism, so diagram (a) is a pullback diagram.

But the most general notion of a homomorphism of principal bundles
is the following. Let ® : G — G’ be a homomorphism of Lie groups.
x: (Pp,M,G) — (P',p/,M',G") is called a homomorphism over ® of
principal bundles, if x : P — P’ is smooth and x(u.g) = x(u).®(g) holds
in general. Then Yy is fiber respecting, so diagram (a) makes again sense,
but it is no longer a pullback diagram in general.

If x covers the identity on the base, it is called a reduction of the
structure group G’ to G for the principal bundle (P’,p’, M’,G’) — the
name comes from the case, when @ is the embedding of a subgroup.

By the universal property of the pullback any general homomorphism
x of principal fiber bundles over a group homomorphism can be written
as the composition of a reduction of structure groups and a pullback
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homomorphism as follows, where we also indicate the structure groups:

(P,G) - (X*P/aGI) - (PlﬂGl)

(b) al | al

M — M —7> M’
X
10.7. Associated bundles. Let (P,p, M, G) be a principal bundle and

let £: G xS — S be aleft action of the structure group G on a manifold
S. We consider the right action R : (P x S) x G — P x S, given by

R((u, 8),9) = (u.g,g7 " .5).
Theorem. In this situation we have:

(1) The space P xg S of orbits of the action R carries a unique
smooth manifold structure such that the quotient map q : PxS —
P xg S is a submersion.

(2) (P x¢ S,p,M,S,G) is a G-bundle, where p: P xg S — M is
given by

PxS —15 PxgS

(2 | di

P — M
p

In this diagram q, : {u} xS — (P xg S)p(u) s a diffeomorphism
for each u € P.

(3) (P x S,q,P x¢ S,G) is a principal fiber bundle with principal
action R.

(4) If (Ua,pa : PlUy — Uy x G) is a principal bundle atlas with
cocycle of transition functions (pap : Usg — G), then together
with the left action £ : G x S — S this cocycle is also one for the
G-bundle (P x¢ S,p, M, S,G).

NOTATION: (P x¢ S,p, M, S,G) is called the associated bundle for the
action £ : Gx.S — S. We will also denote it by P[S, ¢] or simply P[S] and
we will write p for p if no confusion is possible. We also define the smooth
mapping 7 : P Xy P[S,¢] — S by 7(ug,v.) = q; ' (vg). It satisfies
7(u, q(u, 8)) = s, q(tz, T(Uz, vz)) = Vg, and 7(uz.g,vz) = gL 7 (Ug, Vy)-
In the special situation, where S = G and the action is left translation,
so that P[G] = P, this mapping coincides with 7 considered in 10.2.

Proof. In the setting of the diagram in (2) the mapping popr; is constant
on the R-orbits, so p exists as a mapping. Let (U, pq : P|Uy — Uy X G)
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be a principal bundle atlas with transition functions (@eg : Uasg —
G). We define ¢ ! : U, x S — p~1(U,) C P xg S by v;(z,s) =
q(p5t(w,e),s), which is fiber respecting. For each orbit in p~!(z) C
P xg S there is exactly one s € S such that this orbit passes through
(p51(m,e), ), since the principal right action is free. Thus ¢ (z. ) :
S — p~1(x) is bijective. Furthermore

¢ﬁ_1(1‘7 S) = Q(QOEI(I’ 6), 5) =
= g5 (@, 0ap(2).€),5) = g0 (x,€).00p(x),s) =
= q(pa ' (2,), Pap(®).5) = U3 (2, pap().5),

SO wawgl(x, s) = (z,90a8(x).s) So (Uy, ) is a G-atlas for P x¢ S and
makes it into a smooth manifold and a G-bundle. The defining equation
for 1, shows that ¢ is smooth and a submersion and consequently the
smooth structure on P X S is uniquely defined, and p is smooth by the
universal properties of a submersion.

By the definition of 1, the diagram

p 1 (U,) x § = poxld Uy xG xS
(b) ql Idxll
ﬁil(Ua) JE— Ua x S

commutes; since its lines are diffeomorphisms we conclude that ¢, : {u} x
S — p~Y(p(u)) is a diffeomorphism. So (1), (2), and (4) are checked.
(3) We rewrite the last diagram in the following form:

p 1 U.) x S (V) —22— V) x G

() ql pnl

ﬁil(UDé) E— Va
Here V, :=p ' (U,) C P xg S and the diffeomorphism A, is defined
by AL (¥s ( x, ),g) = (¢a(,9),971.8). Then we have

E ( (-T,,(,Oﬁa(l')ﬁ),g) =
<0pa()- ) (¢a' (@, ap(2)-9), 97" pap(@)".5) =
= (A3 (%5 (@,9), pap(2)-9),
S0 AaAg Y (2, 8),9) = (W54 (z, ), pas(z).g) and we conclude that

(P x S q, P Xg S,G) is a principal bundle with structure group G and
the same cocycle (pqg) we started with. O

Mg (g (,5), 9) =
= (g5 (z,9),97"



50 10. Principal Fiber Bundles and G-Bundles

10.8. Corollary. Let (E,p,M,S,G) be a G-bundle, specified by a co-
cycle of transition functions (pag) with values in G and a left action ¢
of G on S. Then from the cocycle of transition functions we may glue a
unique principal bundle (P,p, M, G) such that E = P[S,¢]. O

This is the usual way a differential geometer thinks of an associated
bundle. He is given a bundle F, a principal bundle P, and the G-bundle
structure then is described with the help of the mappings 7 and q.

10.9. Equivariant mappings and associated bundles.

1. Let (P,p, M, @) be a principal fiber bundle and consider two left
actions of G, £ : G xS — Sand ¢ : G x S — §’. Let furthermore
f: 8 — 8 be a G-equivariant smooth mapping, so f(g.s) = g.f(s) or
foly=1{,0f Then Idp x f: P xS — PxS"is equivariant for the
actions R: (Px S)xG — Px Sand R : (PxS)xG— PxJ9, so
there is an induced mapping

Pxs 1, pxg

(a) | /|
PxgS lixel p xa S,

which is fiber respecting over M, and a homomorphism of G-bundles in
the sense of the definition 10.10 below.

2. Let x : (P,p, M,G) — (P',p',M',G) be a principal fiber bundle
homomorphism as in 10.6. Furthermore we consider a smooth left action
£:GxS8S—S. Then xy x Idg : P x S — P’ x S is G-equivariant and
induces a mapping xxXglds : PxgS — P’'x S, which is fiber respecting
over M, fiber wise a diffeomorphism, and again a homomorphism of G-
bundles in the sense of definition 10.10 below.

3. Now we consider the situation of 1 and 2 at the same time. We
have two associated bundles P[S, ¢] and P'[S’,¢']. Let x : (P,p, M,G) —
(P',p',M',G) be a principal fiber bundle homomorphism and let f :
S — 8’ be an G-equivariant mapping. Then y X f: Px S — P’ x S is
clearly G-equivariant and therefore induces a mapping x x ¢ f : P[S, ] —
P’[S’,¢'] which again is a homomorphism of G-bundles.

4. Let S be a point. Then P[S] = P xg S = M. Furthermore let
y € S’ be a fixed point of the action ¢/ : G x S — S’, then the inclusion
i:{y} — S’ is G-equivariant, thus Idp X ¢ induces Idp Xgi: M =
P[{y}] — P[S'], which is a global section of the associated bundle P[S’].

If the action of G on S is trivial, so g.s = s for all s € S, then the
associated bundle is trivial: P[S] = M x S. For a trivial principal fiber
bundle any associated bundle is trivial.
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10.10. Definition. In the situation of 10.8, a smooth fiber respecting
mapping 7 : P[S,¢] — P’[S’, ] covering a smooth mapping 7 : M — M’
of the bases is called a homomorphism of G-bundles, if the following con-
ditions are satisfied: P is isomorphic to the pullback 4*P’, and the local
representations of v in pullback-related fiber bundle atlases belonging to
the two G-bundles are fiber wise G-equivariant.

Let us describe this in more detail now. Let (U’,4.) be a G-atlas
for P'[S’,¢'] with cocycle of transition functions (¢, 5), belonging to
the principal fiber bundle atlas (U, ¢'a) of (P',p’,M’,G). Then the
pullback-related principal fiber bundle atlas (U, = 7 '(U.),vs) for
P = 4*P’ as described in the proof of 9.5 has the cocycle of transition
functions (pap = ¢,53 ©7); it induces the G-atlas (Ua, %) for P[S, ).
Then (¢, 0votb 1) (z,5) = (3(2), Valx,s)) and vo(x, ):S — S’ should
be G-equivariant for all « and all x € U,.

Lemma. Let~y: P[S,{] — P'[S',{'] be a homomorphism of associated
bundles and G-bundles. Then there is a principal bundle homomorphism
x: (Pp,M,G)— (P',p',M' ,G) and a G-equivariant mapping f : S —
S’ such that v = x X¢ f : P[S, €] — P'[S',0].

Proof. The homomorphism x : (P,p, M,G) — (P’,p', M',G) of princi-
pal fiber bundles is already determined by the requirement that P =
~*P', and we have 4 = x. The G-equivariant mapping f : S — S’ can
be read off the following diagram

(a) XXM’Yl fl

P X P/[S/] E— 5/7
which by the assumptions is seen to be well defined in the right col-
umn. [J

So a homomorphism of associated bundles is described by the whole
triple (x : P — P’, f : S — S’ (G-equivariant) ,v : E — E’), such that
diagram (a) commutes.

10.11. Associated vector bundles. Let (P,p, M,G) be a principal
fiber bundle, and consider a representation p : G — GL(V) of G on a
finite dimensional vector space V. Then P[V,p] is an associated fiber
bundle with structure group G, but also with structure group GL(V), for
in the canonically associated fiber bundle atlas the transition functions
have also values in GL(V'). So by section 6 P[V, p] is a vector bundle.
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If (E,p, M) is a vector bundle with n-dimensional fibers we may con-
sider the open subset GL(R",E) C L(M x R™ E), consisting of all
invertible linear mappings, which is a fiber bundle over the base M.
Composition from the right by elements of GL(n) gives a free right ac-
tion on GL(R™, F) whose orbits are exactly the fibers, so by lemma 10.3
we have a principal fiber bundle (GL(R"™, E),p, M, GL(n)). The asso-
ciated bundle GL(R", E)[R"] for the banal representation of GL(n) on
R" is isomorphic to the vector bundle (E,p, M) we started with, for
the evaluation mapping ev : GL(R™, E) x R* — E is invariant un-
der the right action R of GL(n), and locally in the image there are
smooth sections to it, so it factors to a fiber linear diffeomorphism
GL(R",E)[R"] = GL(R",E) Xgrm) R" — E. The principal bun-
dle GL(R™, E) is called the linear frame bundle of E. Note that local
sections of GL(R™) are exactly the local frame fields of the vector bundle
E.

To illustrate the notion of reduction of structure group, we consider
now a vector bundle (E,p, M, R"™) equipped with a Riemannian met-
ric g, that is a section g € C°°(S2E*) such that g, is a positive def-
inite inner product on E, for each x € M. Any vector bundle ad-
mits Riemannian metrics: local existence is clear and we may glue
with the help of a partition of unity on M, since the positive defi-
nite sections form an open convex subset. Now let s’ = (s},...,s]) €
C>®(GL(R™, E)|U) be a local frame field of the bundle E over U C M.
Now we may apply the Gram-Schmidt orthonormalization procedure to
the basis (si(x),...,sn(x)) of E, for each x € U. Since this proce-
dure is real analytic, we obtain a frame field s = (s1,...,s,) of E over
U which is orthonormal with respect to g. We call it an orthonormal
frame field. Now let (U,) be an open cover of M with orthonormal frame

fields s* = (s¢,... ,s%), where s* is defined on U,. We consider the vec-
tor bundle charts (Uy, s : E|Us — U, X R™) given the orthonormal
frame fields: ¢, 1(z, vl ... 0") = s&¥(x).0" =: s%(z).v. For x € Uyp

we have s{(z) = Zsf(m)glgaf(x) for C°°-functions gop : Usp — R.
Since s*(x) and s°(z) are both orthonormal bases of E,, the matrix
9op(®) = (gap’(x)) is an element of O(n,R). We write s* = s%.g5,
for short. Then we have ’L/ng(l',v) = sf(x)v = 5%x).gap(x)v =
Yo (2, gap(x).v) and consequently wawgl(aj,v) = (x, gap(z).v). So the
(gap : Uap — O(n, R)) are the cocycle of transition functions for the vec-
tor bundle atlas (Uy,%q). So we have constructed an O(n, R)-structure
on E. The corresponding principal fiber bundle will be denoted by
OR™,(E,g)); it is usually called the orthonormal frame bundle of E. Tt
is derived from the linear frame bundle GL(R™, E) by reduction of the
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structure group from GL(n) to O(n). The phenomenon discussed here
plays a prominent role in the theory of classifying spaces.

10.12. Sections of associated bundles. Let (P, p, M, G) be a princi-
pal fiber bundle and £ : G x S — S a left action. Let C°°(P, S)“ denote
the space of all smooth mappings f : P — S which are G-equivariant in
the sense that f(u.g) = ¢~'.f(u) holds for g € G and u € P.

Theorem. The sections of the associated bundle P[S,{] correspond ex-
actly to the G-equivariant mappings P — S; we have a bijection

C>=(P,S)¢ = C>=(P[S)).

Proof. If f € C°°(P,S)¢ we construct sy € C°°(P[S]) in the follow-
ing way: graph(f) = (Id,f) : P — P x S is G-equivariant, since
(Id, f)(u.g) = (u.g, f(u.g)) = (u.g,971.f(w)) = ((Id, f)(u)).g. So it

induces a smooth section sy € C°°(P[S]) as seen from

p YD pyg

(@ al 1|

s

If conversely s € C®(P[S]) we define f, € C®(P,S)Y by f, =
To(Idpxp f): P=PxpyM — Px,, P[S] — S. This is G-equivariant
since fy(i-g) = 7(1tg-g, £(2) = g~ 1 (ttgr £(2)) = g~ fs(nz) by 10.4
The two constructions are inverse to each other since we have f,(s)(u) =
(w55 (p(w))) = 7(u, g(u, f(u))) = f(u) and sy(5)(p(u)) = q(u, f5(u)) =
q(u, 7(u, f(p(u))) = f(p(u)). O

10.13. Theorem. Consider a principal fiber bundle (P,p, M,G) and
a closed subgroup K of G. Then the reductions of structure group from
G to K correspond bijectively to the global sections of the associated
bundle P|G/K, )], where A : G x G/K — G/K is the left action on the
homogeneous space.

Proof. By theorem 10.12 the section s € C*°(P[G/K]) corresponds to
fs € C®(P,G/K)%, which is a surjective submersion since the action
A:G x G/K — G/K is transitive. Thus P := f;1(€) is a submanifold
of P which is stable under the right action of K on P. Furthermore
the K-orbits are exactly the fibers of the mapping p : Ps — M, so by
lemma 10.3 we get a principal fiber bundle (Ps, p, M, K). The embedding
P, — P is then a reduction of structure groups as required.
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If conversely we have a principal fiber bundle (P’,p’, M, K) and a
reduction of structure groups y : P’ — P, then x is an embedding
covering the identity of M and is K-equivariant, so we may view P’
as a sub fiber bundle of P which is stable under the right action of K.
Now we consider the mapping 7 : P X3 P — G from 10.2 and restrict
it to P xp P’. Since we have 7(uy, vz.k) = 7(uy,v;).k for k € K this
restriction induces f : P — G/K by

Pxy P -7 G

l g

P=Pxy P /K —— G/K;
f

and from 7(uz.g,v;) = g~ 1.7 (ug, v,) it follows that f is G-equivariant

as required. Finally f~'(¢) = {u € P : 7(u, P,(,)) € K} = P, so the
two constructions are inverse to each other. [

10.14. The bundle of gauges. If (P, p, M, G) is a principal fiber bun-
dle we denote by Aut(P) the group of all G-equivariant diffeomorphisms
X : P — P. Then po x = xop for a unique diffeomorphism x of M, so
there is a group homomorphism from Aut(P) into the group Diff(M) of
all diffeomorphisms of M. The kernel of this homomorphism is called
Gau(P), the group of gauge transformations. So Gau(P) is the space of
all x : P — P which satisfy p o x = p and x(u.g) = x(u).g.

Theorem. The group Gau(P) of gauge transformations is equal to the
space C®(P, (G, conj))¥ = C=(P|G, conj)).

Proof. We use again the mapping 7 : P X3y P — G from 10.2. For
X € Gau(P) we define f, € C®(P,(G,conj))® by f, := 7o (Id,x).
Then f(u.g) = 7(.9, x(1.9)) = g~ "7 (1t, X(1)).g = conjy—s fy(u), 50 fy
is indeed G-equivariant.

If conversely f € C®(P, (G, conj))® is given, we define x; : P — P
by xf(u) :=u.f(u). It is easy to check that x is indeed in Gau(P) and
that the two constructions are inverse to each other. [

10.15 The tangent bundles of homogeneous spaces. Let G be
a Lie group and K a closed subgroup, with Lie algebras g and K, re-
spectively. We recall the mapping Adg : G — Autpic(g) from 1.1 and
put Adg x = Adg|K : K — Autpi(g). For X € K and k € K we
have Adg k (k)X = Adg(k)X = Adk (k)X € K, so K is an invariant
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subspace for the representation Adg x of K in g,and we have the factor
representation Ad+ : K — GL(g/K. Then

(a) 0—-K—g—g/K—0

is short exact and K-equivariant.
Now we consider the principal fiber bundle (G,p, G/K, K) and the
associated vector bundles G[g/K, Ad*] and G[K, Adg k]

Theorem. In these circumstances we have
T(G/K) = Glg/K, Ad"] = (G xx G/K,p,G/K,g/K).

The left action g — T(\,) of G on T(G/K) coincides with the left action
of G on G x i g/K. Furthermore G[g/K, Ad*] & GIK, Adg ] is a trivial

vector bundle.

Proof. For p: G — G/K we consider the tangent mapping T.p : g —
T:(G/K) which is linear and surjective and induces a linear isomorphism
T.p:g/K — Te(G/K). For k € K we have po conji =po A\, o pg—1 =
i o p and consequently T,.p o Adg, ik (k) = Tepo Te(conjy) = T o Tep.
Thus the isomorphism T.p : g/K — T:(G/K) is K-equivariant for the
representations Ad+ and T k= T

Now we consider the associated vector bundle G[T:(G/K),T:\] =
(G xi T:(G/K),p,G/K,Te(G/K)), which is isomorphic to the vec-
tor bundle G[g/K, Ad'], since the representation spaces are isomorphic.
The mapping TA : GxTx(G/K) — T(G/K) is K-invariant and therefore
induces a mapping 1 as in the following diagram:

G xTo(G/K) —2 T(G/K)

'] H

(b) G xk Te(G/K) T T(G/K)
pl WG/KJ{

This mapping 1 is an isomorphism of vector bundles.
It remains to show the last assertion. The short exact sequence (a)
induces a sequence of vector bundles over G/K:

G/K x 0 — GIK,Adk] — G[G, Adg k] — Glg/K,Ad*] — G/K x 0
This sequence splits fiber wise thus also locally over G/K, so we obtain
Glg/K,Adt] @ GIK, Adg k] = Glg, Adg k] and it remains to show that
Glg, Adg k] is a trivial vector bundle. Let ¢ : G x g — G X g be given
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by ©(g9,X) = (9,Adg(g9)X). Then for k € K we have ¢((g9,X).k) =
o(gk, Adg k(g7 1) X) = (ak,Adg(g.k.k~1)X) = (gk, Adg(g)X). So ¢ is
K-equivariant from the ”joint” K-action to the "on the left” K-action
and therefore induces a mapping ¢ as in the diagram:

Gxg —2— Gxg

(c) GxKgTG/Kxg
pl pnl
G/K —— G/K

The map ¢ is a vector bundle isomorphism. [

10.16 Tangent bundles of Grassmann manifolds. From 10.5 we
know that (V(k,n) = O(n)/O(n — k),p,G(k,n),0(k)) is a principal
fiber bundle. Using the banal representation of O(k) we consider the
associated vector bundle (Ej, := V (k,n)[R*],p, G(k,n)). It is called the
universal vector bundle over G(k,n) for reasons we will discuss below in
chapter 11. Recall from 10.5 the description of V(k,n) as the space of
all linear isometries R* — R"; we get from it the evaluation mapping
ev: V(k,n) x R¥ — R". The mapping (p, ev) in the diagram

Vik,n) x RF 2% G(kn) x R"

(a) | |

V(kﬂl) XO(k) Rk Em— G(kn) x R™
P

is O(k)-invariant for the action R and factors therefore to an embedding
of vector bundles v : Ey — G(k,n) x R™. So the fiber (Ex)w over
the k-plane W in R™ is just the linear subspace W. Note finally that
the fiber wise orthogonal complement Ey* of Ej in the trivial vector
bundle G(k,n) x R™ with its standard Riemannian metric is isomorphic
to the universal vector bundle E,,_j, over G(n — k,n), where the isomor-
phism covers the diffeomorphism G(k,n) — G(n — k,n) given also by
the orthogonal complement mapping.

Corollary. The tangent bundle of the Grassmann manifold is
TG(]{J, n) = L(Ek, Ekl).
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Proof. We have G(k,n) = O(n)/(O(k) x O(n—k)), so by theorem 10.15
we get

TG(k,n) =0(n) so(n)/(so(k) x so(n —k)).

x
O(k)xO(n—Fk)
On the other hand we have V(k,n) = O(n)/O(n — k) and the right
action of O(k) commutes with the right action of O(n — k) on O(n),
therefore

V(k,n)[RF] = O(n)/O(n — k) x R¥=0(n) R”,

X
O(k) O(k)x O (n—Fk)

where O(n — k) acts trivially on R*. Finally

L(Ey, Ext) =1L <O(n) X R*,0(n) X R”"")
O(k)xO(n—k) O(k)xO(n—k)

= 0(n) X L(RF,R"F),
O(k)xO(n—k)

where the left action of O(k) x O(n — k) on L(R*, R"~F) is given by
(A, B)(C) = B.C.A7!. Finally we have an O(k) x O(n—k) - equivariant
linear isomorphism L(R*, R"~*) — so(n)/(so(k) x so(n—k)), as follows:

so(n)/(so(k) x so(n — k)) =
- <SkeW)O - {(OA ‘3) . Ac L(Rk,Rnk)} 0
(5" skew)

10.17. The tangent group of a Lie group. Let G be a Lie group
with Lie algebra g. We will use the notation from 1.1. First note that
TG is also a Lie group with multiplication Ty and inversion Tv, given
by the expressions T4 p) 1. (§as ) = Tal(py)-Ea + To(Aa).mp and Tov.&, =
_Te()\afl).Ta(pafl).é-a.

Lemma. Via the isomomorphism Tp : g x G — TG, Tp.(X,g9) =
Te(pg). X, the group structure on TG looks as follows: (X,a).(Y,b) =
(X + Ad(a)Y,a.b) and (X,a)"t = (—Ad(a™1)X,a™1). So TG is isomor-
phic to the semidirect product g®G.

Proof. Tiapy-(Tpa-X,Tpy.Y) = Tpy.Tpa. X +TAy.Tpp.Y =

=Tpap-X +TppTpaTpe-1.TAs.Y = Tpap(X + Ad(a)Y).
Tov.Tpe.X = ~Tps-1.TAg-1.Tpe. X = ~Tp,—1.Ad(a 1) X. O
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Remark. In the left trivialization TA : G x g — TG, TX.(g,X) =
T.(Ag).X, the semidirect product structure looks somewhat awkward:
(a,X).(b,Y) = (ab, Ad(b~1)X + Y) and (a, X)"! = (a7}, — Ad(a) X).

10.18. Tangent and vertical bundles.
For a fiber bundle (E, p, M, S) thesubbundle VE ={£{ € TE: Tpf=
0} of TE is called the vertical bundle and is denoted by (VE, 7, E).

Theorem. Let (P,p, M,G) be a principal fiber bundle with principal
right action r: P x G — P. Let £ : G x S — S be a left action. Then
the following assertions hold:
(1) (TP, Tp,TM,TG) is again a principal fiber bundle with principal
right action Tr : TP x TG — TP.
(2) The vertical bundle (V P, 7, P,g) of the principal bundle is trivial
as a vector bundle over P: VP = P X g.
(3) The vertical bundle of the principal bundle as bundle over M is
again a principal bundle: (VP,pon, M,TG).
(4) The tangent bundle of the associated bundle P[S, ] is given by
T(P[S,¢])) =TP[TS,T¢.
(5) The vertical bundle of the associated bundle P[S, (] is given by
V(P[S,{]) = P[TS,Tx¢) = P xg TS.

Proof. Let (Uy, pa : P|lUsy — Uy X G) be a principal fiber bundle atlas
with cocycle of transition functions (¢ag : Usg — G). Since T is a
functor which respects products, (T'U,,T¢q : TP|TU, — TU, x TG)
is again a principal fiber bundle atlas with cocycle of transition func-
tions (Tpap : TUns — TG), describing the principal fiber bundle
(TP, Tp,TM,TG). The assertion about the principal action is obvious.
So (1) follows. For completeness sake we include here the transition
formula for this atlas in the right trivialization of T'G:

T(@a © @[;1)<£w7Te(pg)'X) =
= (ga:,Te<p50ag (x)~g)~(6§0aﬁ(§z) + Ad(@aﬁ(x))X))a

where 6 € Q1 (Uag; g) is the right logarithmic derivative of pa which
is given by 60ap(€z) = T(pp.s(2)-1)-T(Pap)-u-

(2) The mapping (u, X) = T.(ry).X = T(y,e)r-(0u, X) is a vector
bundle isomorphism P x g — V' P over P.

(3) Obviously Tr : TP x TG — TP is a free right action which acts
transitive on the fibers of Tp : TP — TM. Since VP = (Tp)~*(0xr),
the bundle VP — M is isomorphic to TP|0y; and T'r restricts to a free
right action, which is transitive on the fibers, so by lemma 10.3 the result
follows.
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(4) The transition functions of the fiber bundle P[S, ¢] are given by the
expression £ o (pag X Idg) : Uap x S — G xS — S. Then the transition
functions of TP[S,{] are T({ o (pap X Idg)) = Tl o (Tas x Idrg) :
TUap xTS — TG x TS — TS, from which the result follows.

(5) Vertical vectors in T'P[S, ] have local representations (04,7s) €
TU,3 x T'S. Under the transition functions of TP[S, (] they trans-
form as T(ﬁ o ((paﬁ X Ids)).(og;,ns) = TE.(OQGM’(E),’I]S) = T(&Paﬂ(w))'ns =
T5¢.(x,ns) and this implies the result O
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11. Principal and Induced Connections

11.1. Principal connections. Let (P,p, M,G) be a principal fiber
bundle. Recall from 9.3 that a (general) connection on P is a fiber
projection ® : TP — VP, viewed as a 1-form in Q'(P;TP). Such a
connection ® is called a principal connection if it is G-equivariant for
the principal right action r : P x G — P, so that T(r9).® = &.T(r9)
and @ is r9-related to itself, or (r9)*® = @ in the sense of 8.16, for
all g € G. By theorem 8.15.6 the curvature R = 1.[®, ®] is then also
r9-related to itself for all g € G.

Recall from 10.18.2 that the vertical bundle of P is trivialized as
a vector bundle over P by the principal right action. So w(X,) :=
T.(R,) '.®(X,) € g and in this way we get a g-valued 1-form w €
QL(P;g), which is called the (Lie algebra valued) connection form of the
connection ®. Recall from 1.3. the fundamental vector field mapping
¢ : G — X(P) for the principal right action.

Lemma. If ® € QY(P;V P) is a principal connection on the principal
fiber bundle (P,p, M, G) then the connection form has the following two
properties:
(1) w reproduces the generators of fundamental vector fields, so we
have w(Cx(u)) = X for all X € g.
(2) w is G-equivariant, so we have ((r9)*w)(X,) = w(Ty(r9).X,) =
Ad(gY).w(X,) for all g € G and X, € T,P. Consequently we
have for the Lie derivative L; w = —ad(X).w.

Conversely a 1-form w € QY(P,g) satisfying (1) defines a connection ®
on P by ®(X,) = To(ry).w(Xy), which is a principal connection if and
only if (2) is satisfied.

Proof. (1). To(ry)w(Cx(u)) = ®((x(u)) = (x(u) = Te(ry).X. Since
T.(ry) : G — V, P is an isomorphism, the result follows.

(2). From To(rug)w(Tu(r?).X) = Comyro) ) (ug) = B(Tu(19). X,
and Te('rug)~Ad(gil)~w(Xu) = CAd(g—l).w(Xu)(UQ) = Tu(’rg)'Cu(Xu)(u) =
T (r9).®(X,,) both directions follow. O

11.2. Curvature. Let ® be a principal connection on the principal
fiber bundle (P, p, M, G) with connection form w € Q!(P;g). We already
noted in 11.1 that the curvature R = %[®, ®] is then also G-invariant,
(r9)*R = Rfor all g € G. Since R has vertical values we may again define
a g-valued 2-form Q € Q2?(P;g) by Q(X,,,Y,) == —T.(r,) L. R(Xy, Ya),
which is called the (Lie algebra-valued) curvature form of the connection.
We take the negative sign here to get the usual connection form as in
[Kobayashi-Nomizu I, 1963].
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We equip the space Q(P;g) of all g-valued forms on P in a canonical
way with the structure of a graded Lie algebra by

[\:[17@]()(1’ s 7Xp+q) =

1 .
= ]TQ' Z signo [\II(XUD cee 7Xﬂp)a @(XU(P+1)7 s 7X0'(p+q))]g

or equivalently by [ ® X,0 ® Y] := ¢ A0 ® [X,Y]. In particular for
w € Q(P;g) we have [w,w](X,Y) = 2[w(X),w(Y)].

Theorem. The curvature form € of a principal connection with con-
nection form w has the following properties:

(1) Q is horizontal, i.e. it kills vertical vectors.

(2) Q is G-equivariant in the following sense: (r9)*Q = Ad(g—').Q.
Consequently L¢, Q= —ad(X).C2.

(3) The Maurer-Cartan formula holds: Q = dw + 3w, w]g.

Proof. (1) is true for R by 9.4. For (2) we compute as follows:

(Tug) ()" ) (Xu, Yu) = Te(rug) QTu(r?) Xu, Tu(r?).Yu) =
—Rug (T (1) Xy Tu(r?).Yu) = =Tu(r?).((r?)" R)(Xu, Vo) =
= =T (r?)-R(Xu, Yu) = Tu(r?) Cocx, v, (v) =

= CAd(g-1).0(X.,v.) (ug) =
=T.(rug).-Ad(g™1).Q(X,,Y,), by 1.3.

(3). For X € g we have i, R =0 by (1) and
. 1 . 1. 1. .
Ux (dw + 5'["‘)7"‘}]9) = ZCde + §[Z<vaw] - 5["‘}71()("‘}] =
=Leyw + [X,w] = —ad(X)w + ad(X)w = 0

So the formula holds for vertical vectors, and for horizontal vector fields
X,Y € C°(H(P)) we have

R(X,Y) =®[X - 0X,Y — Y] = O[X, Y] = ((x,v))

(dw + %[w,w])(X, V) =Xw(Y) - Yu(X) -w(X,Y]) = —w(X,Y]) O
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11.3. Lemma. Any principal fiber bundle (P,p, M,G) (with paracom-
pact basis) admits principal connections.

Proof. Let (Uy, ¢q : PlUy — Uy X G), be a principal fiber bundle atlas.
Let us define v, (T'o5 (&2, TeAg. X)) := X for &, € T, U, and X € g. An
easy computation involving lemma 1.3 shows that v, € Q'(P|U,;g) sat-
isfies the requirements of lemma 11.1 and thus is a principal connection
on P|U,. Now let (f,) be a smooth partition of unity on M which is
subordinated to the open cover (Uy), and let w := > _(fa ©P)7Ya. Since
both requirements of lemma 11.1 are invariant under convex linear com-
binations, w is a principal connection on P. [J

11.4. Local descriptions of principal connections. We consider a
principal fiber bundle (P, p, M, G) with some principal fiber bundle atlas
(U Yo : PlUy — Uy x G) and corresponding cocycle (¢ag : Usg — G)
of transition functions. We consider the sections s, € C*°(P|U,) which
are given by ¢, (sqo(x)) = (x,€) and satisfy sq.0as = sg.

(1) Let © € Q1(G, g) be the left logarithmic derivative of the iden-
tity, i.e. O(1y) := Ty(Ag-1).ng. We will use the forms .5 :=
Pap*O € Y (Uap; 9)-

Let ® = Cow € QY (P; VP) be a principal connection, w € Q(P;g). We
may associate the following local data to the connection:

(2) wo = sa*w € QY (Uy; ), the physicists version of the connection.

(3) The Christoffel forms I'* € QY(U,; X(G)) from 9.7, which are
given by (OI, Fa(fm,g)) = 7T((pa)'@'T(¢a)71(§xa Og)

(4) Yo := (p51)*w € Q1 (U, x G;g), the local expressions of w.

Lemma. These local data have the following properties and are related
by the following formulas.

(5) The forms wy € QY (Ua; @) satisfy the transition formulas
Wo = Ad((pgal)wg + O3a,

and any set of forms like that with this transition behavior de-
termines a unique principal connection.

(6) 'Va(fmaT)‘g'X) = 'Va(frca Og) +X = Ad(gil)wa(fm) +X.

(7) Fa(gz,g) = _Te()‘g)"ya(gm Og) = _Te()‘g)'Ad(gil)wa(gm)'

Proof. From the definition of the Christoffel forms we have
P&, 9) = ~T(¢a)-@.T(pa) " (&, 0g)
= ~T(¢a) Te(T oo (,9))w-T(#a) " (62, 0g)
= ~Te(Pa © oo (,9))0-T(Pa) " (€, 0g)
= —Te(Ag)WT(‘Pa)il(gac:Og) = —Te(Ag)Va(&x, ).
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This is the first part of (7). The second part follows from (6).

Yalla, TAg-X) = W(T(Qpa)_l(gm 0g)) =
= Yal&e,0g) +w(Cx (9o (@,9))) = Yal&e, 0g) + X.
So the first part of (6) holds. The second part is seen from

’Va(gl”og) = Va(fsze(pg)Oe) =(wo T(Qpa)_l © T(pg))(ganE) =
= (WoT(r9 o9 ")) (€, 0c) = Ad(g™ ") (T (03 ") (Ex 0c))
= Ad(g™")(s0a"w)(&) = Ad(g™")wa (&a)-

Via (7) the transition formulas for the w,, are easily seen to be equivalent
to the transition formulas for the Christoffel forms in lemma 9.7. O

11.5. The covariant derivative. Let (P,p, M, G) be a principal fiber
bundle with principal connection ® = ( ow. We consider the horizontal
projection x = Idpp —® : TP — HP, cf. 9.3, which satisfies x o x = ¥,
imy=HP,kery=VP,and xoT(r9) =T (r? ox) for all g € G.

If W is a finite dimensional vector space, we consider the mapping
X*: QP; W) — Q(P; W) which is given by

X@)u(X1, -5 Xk) = 0u(X(X1)s - x(Xk))-

The mapping x* is a projection onto the subspace of horizontal differ-
ential forms, i.e. the space Qo (P;W) := {¢p € QP;W) @ ixy) =
0 for X € VP}. The notion of horizontal form is independent of the
choice of a connection.

The projection x* has the following properties: x*(pAY) = x*pAx™ Y,
if one of the two forms has real values; x*ox* = x*; x*o(r9)* = (r9)*ox*
for all g € G; x*w = 0; and x* o L(Cx) = L(Cx) o x*. They follow
easily from the corresponding properties of x, the last property uses
that FI$&) = pexptX

Now we define the covariant exterior derivative d,, : QF(P; W) —
QF+L(P; W) by the prescription d,, := x* o d.

Theorem. The covariant exterior derivative d,, has the following prop-
erties.

) du(p A) = du(p) A XY + (=1)18Ex* 0 A du ().

) L(Cx)od, =d, o0 L((x) for each X € g.

) (r9)* od,, =dy, o (r9)* for each g € G.

) dyop*=dop*=p*od: QM;W) — Qpor(P; W).

) dow = Q, the curvature form.

) d,Q =0, the Bianchi identity.

) dyox*—d,=x*0i(R)od, where R is the curvature.

) dyod, =x*0i(R)od.
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Proof. (1) through (4) follow from the properties of x*.
(5). We have

(dow)(€,m) = (X"dw)(&;m) = dw(x&; xn)
= (x§w(xn) — (xmw(ch§) — w([x&, xn])
= —w([x¢, xn]) and
R(&,n) = —C(UE 7)) = [x& xn)-

(6). We have

A = dy (dw + 3w, w])
= X "ddw + Fx*d[w, w]
1

= 3 ([dw,w] — [w, dw]) = x*[dw, w]

= [x"dw, x*w] = 0, since x*w = 0.
(7). For ¢ € Q(P; W) we have

(doXx @) (Xo, ..., Xk) = (dx"¢)(x(X0), - . -, x(Xx))
= 3 CDAEN (R (X, - X(X)s -, (X))

0<i<k
"'Z(_l)i+j(X*80)([X(Xi)aX(Xj)]aX(XO)a-~-
= 3 (DX (O (Xo)s - (X, - X(X)))
0<i<k
+ Z(*l)iJerD([X(Xi),X(Xj)] = @[ (Xi), x(X;)], x(Xo), - - -

= (d, + x*iR)(p)(Xo, ... , Xk)-

(8)-

dud, = x*dx*d = (x"ir + x*d)d by (7)
= X*iR- [l
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11.6 Theorem. Let (P,p, M,G) be a principal fiber bundle with princi-
pal connection w. Then the parallel transport for the principal connection
is globally defined and g-equivariant.

In detail: For each smooth ¢ : R — M there is a smooth mapping
Pt : R x P,y — P such that the following holds:

(1) Pt(c,t,u) € Py, Pt(c,0) = Idp,,,, and w(% Pt(c,t,u)) = 0.
(2) Pt(c,t) : Pyoy — P is G-equivariant, i.e.

Pt(c, t,u.g) = Pt(c, t,u).g.
(3) For smooth f:R — R we have

Pt(c, f(t),u) = Pt(co f,t,Pt(c, f(0),u)).

Proof. The Christoffel forms I'® € QY(U,,X(G)) of the connection w
with respect to a principal fiber bundle atlas (U,, ¢.) take values in
the Lie subalgebra X1, (G) of all left invariant vector fields on G, which
are bounded with respect to any left invariant Riemannian metric on G.
Each left invariant metric on a Lie group is complete. So the connection
is complete by the remark in 9.10.

Properties (1) and (3) follow from theorem 9.8, and (2) is seen as
follows: w(4 Pt(c,t,u).9) = Ad(g~ w(% Pt(c,t,u)) = 0 implies that
Pt(c, t,u).g = Pt(c,t,u.g). O

11.7. Holonomy groups. Let (P, p, M, G) be a principal fiber bundle
with principal connection ® = ( o w. We assume that M is connected
and we fix zg € M.

In view of developments which we make later in section 12 we de-
fine the holonomy group Hol(®,x¢) C Diff(P,,) as the group of all
Pt(c,1) : Py, — Py, for ¢ any piecewise smooth closed loop through .
(Reparametrizing ¢ by a function which is flat at each corner of ¢ we may
assume that any c is smooth.) If we consider only those curves ¢ which
are nullhomotopic, we obtain the restricted holonomy group Holy(®, x¢).

Now let us fix ugp € P,,. The elements 7(ug, Pt(c,t,u0)) € G form
a subgroup of the structure group G which is isomorphic to Hol(®, x¢);
we denote it by Hol(w, ug) and we call it also the holonomy group of the
connection. Considering only nullhomotopic curves we get the restricted
holonomy group Holg(w, 1) a normal subgroup Hol(w, ug).

Theorem. 1. We have Hol(w,ug.g) = Ad(g~"') Hol(w, ug) and
Holg(w, ug.g) = Ad(g—1) Holg(w, ug).

2. For each curve ¢ in M we have Hol(w, Pt(c, t,up)) = Hol(w, ug)
and Holy(w, Pt(c,t,up)) = Holp(w, up).

3. Holg(w, ug) is a connected Lie subgroup of G and the quotient group
Hol(w, ug)/ Holg(w, ug) is at most countable, so Hol(w,up) is also a Lie
subgroup of G.
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4. The Lie algebra hol(w,up) C g of Hol(w, ug) is linearly generated
by {QUX.,Y) + X, Y, € T,P}. It is isomorphic to the Lie algebra
hol(®, z¢) we considered in 9.9.

5. For ug € Py, let P(w,ug) be the set of all Pt(c,t,ug) for ¢ any
(piecewise) smooth curve in M with c(0) = zo and for t € R. Then
P(w,up) is a sub fiber bundle of P which is invariant under the right
action of Hol(w, ug); so it is itself a principal fiber bundle over M with
structure group Hol(w, ug) and we have a reduction of structure group, cf.
10.6 and 10.13. The pullback of w to P(w,ug) is then again a principal
connection form i*w € QY (P(w,ug); hol(w, up)).

6. P is foliated by the leaves P(w,u), u € Py, .

7. If the curvature Q = 0 then Holg(w,ug) = {e} and each P(w,u) is
a covering of M.

8. If one uses piecewise C*-curves for 1 < k < oo in the definition,
one gets the same holonomy groups.

In view of assertion 5 a principal connection w is called irreducible
if Hol(w, up) equals the structure group G for some (equivalently any)
ug € Pa:o~

Proof. 1. This follows from the properties of the mapping 7 from 10.2
and from the from the G-equivariancy of the parallel transport.

The rest of this theorem is a compilation of well known results, and
we refer to [Kobayashi-Nomizu I, 1963, p. 83ff] for proofs. O

11.8. Inducing principal connections on associated bundles.
Let (P,p, M,G) be a principal bundle with principal right action r :
PxG — Pandlet £: G xS — S be a left action of the structure
group G on some manifold S. Then we consider the associated bundle
P[S] = P[S,{] = P xg S, constructed in 10.7. Recall from 10.18 that
its tangent and vertical bundle are given by T'(P[S,{]) = TP[TS,T¢] =
TP x7¢ TS and V(P[S,(]) = P[TS,Tsl] = P x¢ TS.

Let ® = Cow € Q' (P;TP) be a principal connection on the principal
bundle P. We construct the induced connection ® € Q' (P[S], T(P[S]))
by the following diagram:

TPxTS 24 TPxTS —— T(PxS)

Tq:q’l q’l qu

TP xpgTS —— TP xpg TS ——— T(P x¢g S5).
D

Let us first check that the top mapping ® x Id is TG-equivariant. For
g € G and X € g the inverse of T.(A\y)X in the Lie group T'G is denoted
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by (T.(Ag)X) ™!, see lemma 10.17. Furthermore by 1.3 we have

Tr(nge()‘g)X) =Tu(r?)& +Tr((Op x Lx)(u,9))
= Tou(r?)&u + Tg(ru)(TE(Ag)X)
= Tu(rg)fu +(x (u.g)

We may compute

(@ % Id)(Tr(Eu, Te(Xg) X ), TU(Te(Ag) X) ™, 1))
= (P(Tu(r?)€u + Cx (ug)), TU(Te(Xg) X) ™", 15))
= (D(Tu(r?)8u) + 2(Cx (ug)), TU(Te(Ag)X) ™", 1))
= (P(Tu(r?)€u) + Cx (ug), TL(Te(Xg) X) ™", 15))
= (Tr((® x Id)&u, Te(Ag) X), TU(Te(Ag) X) ™, 1))

So the mapping ® x Id factors to ® as indicated in the diagram, and we
have ® 0 ® = & from (® x Id) o (® x Id) = ® x Id. The mapping ® is
fiberwise linear, since ® x Id and ¢’ = T'q are. The image of ® is

¢ (VP xTS)=¢ (ker(Tp: TP xTS — TM))
=ker(Tp: TP xrc TS — TM) =V (P[S,]).

Thus @ is a connection on the associated bundle P[S]. We call it the
induced connection.

From the diagram it also follows, that the vector valued forms ® xId €
QYP x S;TPxTS) and ® € QY(P[S]; T(P[S)])) are (¢ : Px S — P[9)])-
related. So by 8.15 we have for the curvatures

Roxra = 1[® x Id, ® x Id] = 1[®,®] x 0 = Rg x 0,
Rg = 5[®, @],

that they are also g-related, i.e. Tqo (Re x 0) = Rg o (T'q X Tq).
By uniqueness of the solutions of the defining differential equation we
also get that
Ptg(c,t,q(u, s)) = q(Pta(c, t,u),s).

11.9. Recognizing induced connections. We consider again a prin-
cipal fiber bundle (P,p, M,G) and a left action ¢ : G x S — S. Suppose
that ¥ € QY (P[S]; T(P[S])) is a connection on the associated bundle
P[S] = P[S,{]. Then the following question arises: When is the connec-
tion ¥ induced from a principal connection on P? If this is the case, we
say that U is compatible with the G-structure on P[S]. The answer is
given in the following
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Theorem. Let ¥ be a (general) connection on the associated bundle
P[S]. Let us suppose that the action £ is infinitesimally effective, i.e.
the fundamental vector field mapping ¢ : g — X(S) is injective.
Then the connection U is induced from a principal connection w on
P if and only if the following condition is satisfied:
In some (equivalently any) fiber bundle atlas (Uy,q) of P[S] be-
longing to the G-structure of the associated bundle the Christof-
fel forms T* € QY (U,; X(S)) have values in the sub Lie algebra
X funa(S) of fundamental vector fields for the action (.

Proof. Let (Uy,¢q : PlUy — Uy X G) be a principal fiber bundle atlas
for P. Then by the proof of theorem 10.7 the induced fiber bundle atlas
(U, Yo : P[S)|Uq — Uy x S) is given by

(1) ¢;1(93a3) = Q(@;l(xae)as)a
(2) (#’a © Q)(¢;1(xag)75) - ($,g.5).

Let ® = ¢ ow be a principal connection on P and let ® be the induced
connection on the associated bundle P[S]. By 9.7 its Christoffel symbols
are given by

T§ (&, 5) = —(T(Ya) o @0 T(¢h;")) (&), 0s)
—(T(¢a) o @0 Tqo (T(p,") x Id))(£2,0e,05) by (1)
—(T(¢a) 0 Tgo (P x Id))(T(p5")(€2,0c),05) by 11.8
—(T(a) 0 T@)((T (") (€x,0¢)), 0s)
(T(¢a) 0 Tq)(T(p5 ") (TG (Exs€)), 05) by 11.4,(3)
= —T(aoqo (¢ x Id))(0z,wa(&s), 0s) by 11.4,(7)
= —Te(*)wa (&) by (2)
= —Cuale) (8)-

So the condition is necessary. Now let us conversely suppose that a
connection ¥ on P[S] is given such that the Christoffel forms I'§ with
respect to a fiber bundle atlas of the G-structure have values in X r,,,4(.5).
Then unique g-valued forms w, € 2} (U,;g) are given by the equation

F%(&z) = C(Wa (51’))»

since the action is infinitesimally effective. From the transition formulas
9.7 for the I'g follow the transition formulas 11.4.(5) for the w®, so that
they give a unique principal connection on P, which by the first part of
the proof induces the given connection ¥ on P[S]. O
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11.10. Inducing principal connections on associated vector
bundles. Let (P,p, M,G) be a principal fiber bundle and let p : G —
GL(W) be a representation of the structure group G on a finite di-
mensional vector space W. We consider the associated vector bundle
(E := P[W, p|,p, M,W), which was treated in some detail in 10.11.

The tangent bundle T(E) = TP xpg TW has two vector bundle
structures with the projections

7g:T(E)=TP xr¢gTW — P xgW =E,
Tpopry : T(E)=TP xXpqg TW — TM,

the first one is the vector bundle structure of the tangent bundle, the
second one is the derivative of the vector bundle structure on E.

Now let ® = ( ow € Q}(P; TP) be a principal connection on P. We
consider the induced connection ® € QY(E;T(E)) from 11.8. Inserting
the projections of both vector bundle structures on T(E) into the di-
agram in 11.8 one easily sees that the induced connection is linear in
both vector bundle structures: the new aspect is that it is a linear endo-
morphism of the vector bundle (TE,Tp, TM). We say that it is a linear
connection on the associated bundle.

Recall now from 11.8 the vertical lift vlg : E X3y E — V E, which is
an isomorphism, pri—mg—fiberwise linear and also p—T'p—fiberwise linear.

Now we define the connector K of the linear connection ® by

K;:p’)"QO(UZE)iloi)ITE—)VE—)EXME_>E'

Lemma. The connector K : TE — FE is mg—p—fiberwise linear and
Tp-p—fiberwise linear and satisfies Kovlg = pro : Exy E —TE — E.

Proof. This follows from the fiberwise linearity of the composants of K
and from its definition. [

11.11. Linear connections. If (E,p, M) is a vector bundle, a con-
nection ¥ € QY(E;TE) such that ¥ : TE — VE — TE is also Tp-Tp-
fiberwise linear is called a linear connection. An easy check with 11.9
or a direct construction shows that W is then induced from a unique
principal connection on the linear frame bundle GL(R", E) of E (where
n is the fiber dimension of E).

Equivalently a linear connection may be specified by a connector K :
TE — FE with the three properties of lemma 11.10. For then HE :=
{6u : K(&u) = Oy } is a complement to V' E in T'E which is Tp-fiberwise
linearly chosen.
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11.12. Covariant derivative on vector bundles. Let (E,p, M) be a
vector bundle with a linear connection, given by a connector K : TE —
FE with the properties in lemma 11.10.

For any manifold N, smooth mapping s : N — FE, and vector field
X € X(N) we define the covariant derivative of s along X by

(1) Vxs:=KoTsoX:N—-TN —-TFE — E.

If f: N — M is a fixed smooth mapping, let us denote by C]?O(N, E)
the vector space of all smooth mappings s : N — F with pos = f —
they are called sections of E along f. From the universal property of the
pullback it follows that the vector space C3°(NV, E) is canonically linearly
isomorphic to the space C°(f*E) of sections of the pullback bundle.
Then the covariant derivative may be viewed as a bilinear mapping

2) V:X(N) x CF(N, E) - CF(N, E).

Lemma. This covariant derivative has the following properties:

(3) Vxs is C°(N,R)-linear in X € X(N).

(4) Vxs is R-linear in s € C3°(N,E). So for a tangent vector
Xy € TyN the mapping Vx, : C}’O(N, E) — Ej(;) makes sense
and (Vxs)(r) = Vx(ys.

(5) Vx(h.s) =dh(X).s + h.Vxs for h € C®°(N,R), the derivation
property of Vx.

(6) For any manifold Q and smooth mapping g : Q@ — N and Y, €
T,Q we have Vr4y,s = Vy,(sog). If Y € X(Q) and X € X(N)
are g-related, then we have Vy (so g) = (Vxs)og.

Proof. All these properties follow easily from the definition (1). O

Remark. Property (6) is not well understood in some differential geo-
metric literature. See e.g. the clumsy and unclear treatment of it in
[Eells-Lemaire, 1983].

For vector fields X, Y € X(M) and a section s € C®(E) an easy
computation shows that
RP(X,Y)s:=VxVys—VyVxs—Vixy]s
= ([Vx,Vy] = Vixy))s

is C*°(M,R)-linear in X, Y, and s. By the method of 7.4 it follows
that R¥ is a 2-form on M with values in the vector bundle L(FE, E),
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ie. RF € O*(M;L(E,E)). It is called the curvature of the covariant
derivative.

For f : N — M, vector fields X, Y € X(N) and a section s €
CJ?O(N, E) along f we obtain

VxVys—VyVxs— V[X,y]s = (f*RE)(X, Y)S.

11.13. Covariant exterior derivative. Let (E,p, M) be a vector
bundle with a linear connection, given by a connector K : TE — F.
For a smooth mapping f : N — M let Q(N; f*E) be the vector space
of all forms on N with values in the vector bundle f*FE. We can also view
them as forms on N with values along f in F, but we do not introduce
an extra notation for this.
The graded space Q(N; f*E) is a graded Q(N)-module via

(P A®) Xy, ..., Xptq) =
= ﬁ Z sign(o) (Xo1,. .. aXU;D)q)(XO'(p-‘rl)’ cee aXa(p+q))'
It can easily be shown that the graded module homomorphisms H :
Q(N; f*E) — Q(N; f*E) (so that H(p A ®) = (—1)dee H-degv, A (D))

are exactly the mappings p(K) for K € QI(N; f*L(E, E)), which are
given by

(E)P) (X1, Xpyg) =
= 1) sign(o) K(Xo1,- -, Xop) (@(Xo(pa1)s -+ Xo(pta)))-

The covariant exterior derivative dy : QP(N : f*E) — QPFY(N; f*E) is
defined by (where the X; are vector fields on N)

p

(dy®)(Xo,--. . Xp) = Y (~1)'Vx,®(Xo, ..., X;, ..., X,)
=0
+ 3 ()X X, KXo, X, X X).

0<i<j<p

Lemma. The covariant exterior derivative is well defined and has the
following properties.
(1) For s € C®(f*E) = Q%N; f*E) we have (dys)(X) = Vxs.
(2) dyv(pA®)=dpA®+ (—1)¥%p A dg®.
(3) For smooth g : Q@ — N and ® € Q(N; f*E) we have dy(¢*®) =
g*(dv®).
(4) dvdv® = u(f*R")®
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Proof. Tt suffices to investigate decomposable forms ® = ¢ ® s for ¢ €
OP(N) and s € C°(f*E). Then from the definition we have dy (p®s) =
de ® s + (=1)Pp A dys. Since by 11.12,(3) dys € QY(N; f*E), the
mapping dy is well defined. This formula also implies (2) immediately.
(3) follows from 11.12,(6). (4) is checked as follows:

dydv(p®s) =dv(dp® s+ (=1)"¢ Adys) by (2)
=0+ (—1)*’p Adydys
= o A pu(f * RP)s by the definition of R”
= u(f*RE)(pns). O

11.14. Let (P,p, M,G) be a principal fiber bundle and let p : G —
GL(W) be a representation of the structure group G on a finite dimen-
sional vector space W.

Theorem. There is a canonical isomorphism from the space of P[W, p]-
valued differential forms on M onto the space of horizontal G-equivariant
W -valued differential forms on P:

q" : Q(M; PIW, p]) = Qpor(P;W)E = {p € QP;W) 1 ixp =0
for all X € VP, (r9)*p = p(g~*) o @ for all g € G}.
In particular for W = R with trivial representation we see that
p* QM) — th’(P)G ={p € Qnor(P) : (1) = ¢}
is also an isomorphism. The isomorphism
¢ : Q°(M; P[W]) = C=(P[W]) — 0, (P;W)¢ = C=(P, W)
is a special case of the one from 10.12.

Proof. Recall the smooth mapping 7 : P X3 P — G from 10.2, which
satisfies (g, 7(Uz,vz)) = Vi, T(Uz.g,ul.g") = g L7 (Ug, x)g, and
T(Ug, ug) = €.
Let ¢ € QF (PyW)C, Xy,... , Xy € T,P, and X,... X, € TP
such that T,p.X; = T,/p.X| for each i. Then we have for g = 7(u,u’),
so that ug = u':

q(u@u(X yoo s Xi)) = qlug, p(g_l)(pu(le"' s Xk))
U’ (( ©)u(X1,. .., Xk))

1

( )"

(U, pug(Tu(r?). X1, ..., Tu(r?). X))

(', pu (X1, ..., X})), since T, (r9)X; — X| € Vi P.

q
q(u
qu
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By this prescription a vector bundle valued form ® € QF(M; P[W]) is
uniquely determined.

For the converse recall the smooth mapping 7 : P x5 P[W,p] - W
from 10.7, which satisfies 7(u, ¢(u,w)) = w, q(ug, T(Uz,v3)) = vg, and

T(uzg,vz) = p(gil)%(uz»vm)'
For ® € QF(M; P[W]) we define ¢ € QF(P;W) as follows. For
X,; € T, P we put

(@) (X1, .., Xi) == 7(u, ©py (Tup-X1, .., Tup-Xp)).
Then ¢*® is smooth and horizontal. For g € G we have

()" (@ @))u( X1y s Xi) = (@ @)ug (Tu (). X1, -, Tou(r9)-Xi)
T(ug p(ug)( T T (r?). X1, ..., Tugp. Ty (19). X))

p(g™ )7 (u, @y (Tup- X1, - . Tup-Xy))

p(g~ (@' P)u(X1, .., Xp).

Clearly the two constructions are inverse to each other. [

11.15. Let (P,p, M, G) be a principal fiber bundle with a principal con-
nection ® = ( ow, and let p : G — GL(W) be a representation of the
structure group G on a finite dimensional vector space W. We con-
sider the associated vector bundle (E := P[W, p|, p, M, W), the induced
connection ® on it and the corresponding covariant derivative.

Theorem. The covariant exterior derivative d,, from 11.5 on P and the
covariant exterior derivative for P[W]-valued forms on M are connected
by the mapping ¢* from 11.14, as follows:

qj:i o dv = dw o q):i : Q(M,P[W]) - QhoT(P; W)G

Proof. Let first f € Q) (P;W)€ = C®(P,W)%, then f = ¢*s for s €
C*(P[W]) and we have f(u) = 7(u, s(p(u))) and s(p(u)) = q(u, f(u))
by 11.14 and 10.12. Therefore Ts.Tp. X, = Tq(X,,Tf.X,), where
TfXy = (f(u),df(X.) € TW = W x W. If x : TP — HP is the
horizontal projection as in 11.5, we have T's.Tp. X, = Ts.Tp.x. X, =
Tq(x.-Xu, Tf.x.Xu). So we get

(¢Fdvs)(Xu) = 7(u, (dvs)(Tp-Xu))
= 7(u, Vp.x, 5) by 11.13,(1)
=7(u, K.Ts.Tp.X,) by 11.12.(1)
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=7(u, KTq(x.Xu,Tfx-Xu)) from above

= T(u,prg.vl;[lw].i).Tq(X.Xu, Tfx-Xu)) by 11.10

= 7(u, pro-vl oy Ta.(® x 1d)(x-Xu, Tf.x-X4))) by 11.8

= T(u,prg.vl;[lw].Tq(Ou, Tfx.Xu))) since ®.x =0

= 7(u, q.prg.vlgle.Tq(Ou, Tfx.Xu))) since q is fiber linear
= 7(u, q(u, df x-Xu)) = (X"df )(Xu)

= (dud®s)(Xa)-

Now we turn to the general case. It suffices to check the formula for
a decomposable P[W]-valued form ¥ = ¢ ® s € QF(M, P[W]), where
Y € Q¥(M) and s € C>°(P[W]). Then we have

duwg* (1 ® 5) = du(p* - ¢*s)
= do(p"Y) - ¢*s + (=1)"X"p*Y Adug’s by 11.5,(1)
=x*prdy - ¢fs + (fl)kp*z/) A¢hdys from above
=pdy - s + (=1)*p"Y A gFdy s
= ¢ (dp ® s+ (—=1)"¢ A dys)
=qgldy(¥®s). O

11.16. Corollary. In the situation of theorem 11.15 above we have
for the curvature form Q € Q3 (P;g) and the curvature RPI ¢
Q2(M; L(P[W], P[W])) the relation

# PIW] _
G e B =000,

where p' = Tep : g — LW, W) is the derivative of the representation p.

Proof. We use the notation of the proof of theorem 11.15. By this the-
orem we have for X, Y € T, P

(dol@py$)u(X,Y) = (¢*dydVs).(X,Y)
= (¢*R"™s), (X,Y)
= 7(u, RPN Tp. X, Tup.Y)s(p(w)))
= (&} g pvy B D (XY ) (@ gy 9) ().
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On the other hand we have by theorem 11.5.(8)

(duwdwqs)u(X,Y) = (X"irdg"s)u(X,Y)
= (d¢*s).(R(X,Y)) since R is horizontal
= (dg"s)(—Cax.v)(w) by 11.2
= 5ilo (@) (FL ()
= %|Or(u.exp(—tQ(X, Y), s(p(u. exp(—tQ(X,Y)))))
= &g m(w exp(—1Q(X, ), s(p(u)))
= %|Op(exth(X, Y))7(u,s(p(w))) by 11.7
= 0" (UX,Y))(¢*s)(u). O
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12. Holonomy

12.1. Holonomy groups. Let (E,p,M,S) be a fiber bundle with a
complete connection ®, and let us assume that M is connected. We
choose a fixed base point o € M and we identify E,, with the standard
fiber S. For each closed piecewise smooth curve ¢ : [0,1] — M through
xo the parallel transport Pt(c, ,1) =: Pt(c, 1) (pieced together over the
smooth parts of ¢) is a diffeomorphism of S. All these diffeomorphisms
form together the group Hol(®,zy), the holonomy group of ® at zg, a
subgroup of the diffeomorphism group Diff (S). If we consider only those
piecewise smooth curves which are homotopic to zero, we get a subgroup
Holy(®, ), called the restricted holonomy group of the connection ® at
Zo-.

12.2. Holonomy Lie algebra. In the setting of 12.1 let C : TM x s
E — TFE be the horizontal lifting as in 9.3, and let R be the curvature
(9.4) of the connection ®. For any z € M and X, € T, M the horizontal
lift C(X,) := C(X,, ):E,— TE is a vector field along F,. For X,
and Y, € T, M we consider R(CX,,CY,) € ¥(E,). Now we choose any
piecewise smooth curve ¢ from z( to x and consider the diffeomorphism
Pt(c,t) : S = E,, — E, and the pullback Pt(c,1)*R(CX,,CY,;) €
X(S). Let us denote by hol(®, z¢) the closed linear subspace, generated
by all these vector fields (for all z € M, X,, Y, € T, M and curves c
from zg to x) in X(S) with respect to the compact C*°-topology, and
let us call it the holonomy Lie algebra of ® at x.

12.3. Lemma. hol(®, ) is a Lie subalgebra of X(S5).

Proof. For X € X(M) we consider the local flow FIC¥ of the horizontal
lift of X. It restricts to parallel transport along any of the flow lines of
X in M. Then for vector fields on M the expression

Lo (FISX)* (FI7Y)(FIC ) (FIS?)*R(CU, CV) | By,
= (FIS*) [CY, (FICN) (FIS?)* R(CU,CV)] | B,
= [(FI{™)*CY, (FI?)*R(CU,CV)] | Ey,

is in hol(®, xg), since it is closed in the compact C'*°-topology and the
derivative can be written as a limit. Thus

[(FICXY*[CYy, CYa), (FISZ) R(CU,CV)] | Eq, € hol(®, 2)
by the Jacobi identity and

[(FIC¥)*CY1, Ya), (FIS)*R(CU,CV)] | Eyy € hol(®, xq),
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so also their difference
[(FIS™)* R(CY1, CY2), (FIS?)* R(CU,CV)] | By,
is in hol(®, zp). O

12.4. The following theorem is a generalization of the theorem of Am-
brose and Singer on principal connections.

Theorem. Let ® be a connection on the fiber bundle (E,p, M,S) and
let M be connected. Suppose that for some (hence any) xo € M the
holonomy Lie algebra hol(®,xq) is finite dimensional and consists of
complete vector fields on the fiber E,,

Then there is a principal bundle (P,p, M,G) with finite dimensional
structure group G, an irreducible connection w on it and a smooth action
of G on S such that the Lie algebra g of G equals the holonomy Lie
algebra hol(®, ), the fiber bundle E is isomorphic to the associated
bundle P[S], and ® is the connection induced by w. The structure group
G equals the holonomy group Hol(®,xz¢). P and w are unique up to
isomorphism.

By a theorem of [Palais, 1957] a finite dimensional Lie subalgebra of
X(E,,) like Hol(®, xg) consists of complete vector fields if and only if it
is generated by complete vector fields as a Lie algebra.

Proof. Let us again identify E,, and S. Then g := hol(®, z¢) is a finite
dimensional Lie subalgebra of X(S), and since each vector field in it
is complete, there is a finite dimensional connected Lie group Gy of
diffeomorphisms of S with Lie algebra g, see [Palais, 1957].

Claim 1. Gy equals Holg(®, (), the restricted holonomy group.

Let f € Holp(®,zp), then f = Pt(c,1) for a piecewise smooth closed
curve ¢ through xg, which is nullhomotopic. Since the parallel transport
is essentially invariant under reparametrization, 9.8, we can replace ¢ by
co g, where g is smooth and flat at each corner of c. So we may assume
that c itself is smooth. Since ¢ is homotopic to zero, by approximation
we may assume that there is a smooth homotopy H : R?2 — M with
H1|[0,1] = ¢ and Hy|[0,1] = xo. Then f; := Pt(Hy, 1) is a curve in
Holy(®, xg) which is smooth as a mapping R x S — S.

Claim 2. (L f)o f7" =:Z, isin g for all t.
To prove claim 2 we consider the pullback bundle H*E — R? with the
induced connection H®. It is sufficient to prove claim 2 there. Let

X =4 and Y = 4 be the constant vector fields on R?, so [X,Y] = 0.

Then Pt(c, s) = FI¢* |S and so on. We put

frs = FICY o FIY 0 FIC* 0 FIFY 1 § — 5,
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so fi1 = fi. Then we have in the vector space X(.5)
(4 fis) o £} = —(FIEX)CY + (FICY) (AIEY ) (FICY)
1
i) ofid = [ & (Ghho)ofid)ds

= /1 (- (X, Cv]+ (FEY ) [ex, (FIEY ) (RICY ) O]
0

—(FISX)*(FICY ) (FI°X)*[OX, CY]) ds.
Since [X,Y] = 0 we have [CX,CY] = ®[CX,CY]| = R(CX,CY) and
(FIFY) cy = ¢ ((FF)Y) + @ ((FIFX) o)

1 1
:CY+/ LoFI7*) Y dt:CY+/ B(FIC*)*[CX,CY] dt
0 0

1
=CY + / B(FICN)*R(CX,CY) dt.
0

Thus all parts of the integrand above are in g and so (% frs)o f;sl is in
g for all ¢ and claim 2 follows.

Now claim 1 can be shown as follows. There is a unique smooth curve
g(t) in Gy satisfying T.(pg))Z: = Z;.9(t) = %g(t) and g(0) = e; via
the action of G on S the curve ¢(t) is a curve of diffeomorphisms on S,
generated by the time dependent vector field Z;, so g(t) = f; and f = f;
is in Gp. So we get Holy(®, zg) C Go.

Claim 3. Holy(®, zg) equals Gj.

In the proof of claim 1 we have seen that Holg(®,zo) is a smoothly
arcwise connected subgroup of Gy, so it is a connected Lie subgroup by
the results cited in 5.6. It suffices thus to show that the Lie algebra
g of Gy is contained in the Lie algebra of Holy(®,xz(), and for that
it is enough to show, that for each £ € g there is a smooth mapping
f:[~1,1] x S — S such that the associated curve f lies in Holo(®, )
with f/(0) = 0 and f”(0) = €.

By definition we may assume £ = Pt(c, 1)*R(CX,,CY,) for X,, Y, €
T.M and a smooth curve ¢ in M from zy to z. We extend X, and Y,
to vector fields X and Y € X(M) with [X,Y] = 0 near 2. We may also
suppose that Z € X(M) is a vector field which extends ¢(t) along c¢(¢):
make ¢ simple piecewise smooth by deleting any loop, reparametrize it
in such a way that it is again smooth (see the beginning of this proof)
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and approximate it by an embedding. The vector fields £ thus obtained
still generate the finite dimensional vector space g. So we have

¢ = (FIY?)*R(CX,CY) = (FI{?)*[CX,CY] since [X,Y](z) =0

= (FISZ) L), (FI€)Y o FIY o FICY o FICY)

= L& o (FI°7 FIZ) o FIX o FIFY 0 FITY) FIZ),

where we used the well known formula expressing the Lie bracket of two
vector fields as the second derivative of the (group theoretic) commutator
of the flows. The parallel transport in the last equation first follows ¢
from xy to x, then follows a small closed parallelogram near z in M
(since [X,Y] = 0 near z) and then follows ¢ back to x¢. This curve is
clearly nullhomotopic, so claim 3 follows.

Step 4. Now we make Hol(®, z) into a Lie group which we call G, by
taking Holp(®,z9) = Go as its connected component of the identity.
Then Hol(®, z¢)/ Holy(®P, z() is a countable group, since the fundamen-
tal group m (M) is countable (by Morse Theory M is homotopy equiv-
alent to a countable CW-complex).

Step 5. Construction of a cocycle of transition functions with values in
G. Let (Uy,uq : Uy — R™) be a locally finite smooth atlas for M such
that each u, : U, — R™) is surjective. Put x, := u;*(0) and choose
smooth curves ¢, : [0,1] — M with ¢,(0) = z¢ and c¢4(1) = z,. For
each z € U, let ¢% : [0,1] — M be the smooth curve t — u;!(t.uq(z)),
then ¢2 connects z, and = and the mapping (z,t) — ¢Z(t) is smooth
Uy x [0,1] — M. Now we define a fiber bundle atlas (Uy, ¥y : E|Uy —
U, x S) by ;1 (x,5) = Pt(c%,1) Pt(cqa,1) s. Then 1), is smooth since
Pt(cz,1) = Flfxi for a local vector field X, depending smoothly on x.
Let us investigate the transition functions.

wmpgl(x, s) = (:C, Pt(cq, 1)*1 Pt(c%, 1)*1 Pt(cf;, 1) Pt(cp, 1) s)
= (z,Pt(cﬁ.CE.(cz)fl.(ca)fl,4) s)
=: (z,vYsq(x) s), where g4 : Uga — G.
Clearly ¥gq : Ugq xS — S is smooth which implies that ¥z, : Uga — G
is also smooth. (143) is a cocycle of transition functions and we use it
to glue a principal bundle with structure group G over M which we call

(P,p, M, G). From its construction it is clear that the associated bundle
P[S] = P x¢ S equals (E,p, M, S).

Step 6. Lifting the connection ® to P.
For this we have to compute the Christoffel symbols of & with respect
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to the atlas of step 5. To do this directly is quite difficult since we
have to differentiate the parallel transport with respect to the curve.
Fortunately there is another way. Let ¢ : [0,1] — U, be a smooth curve.
Then we have

Yo (Pt(c, )15 (¢(0), 5)) =
- (c(t), Pt(cz, 1) Pt((c€®)~1, 1) Pt(c, t) Pt(c<®, 1) Pt(ca, 1)3)
= (c(t),7(t)-s),

where 7(¢) is a smooth curve in the holonomy group G. Now let I'* €
QY(U,, X(9)) be the Christoffel symbol of the connection ® with respect
to the chart (U, %s). From the third proof of theorem 9.8 we have

Yo (Pt(e, )15 (c(0), 5)) = (c(t), 5(t, ),

where ¥(¢, s) is the integral curve through s of the time dependent vector

field I'* (< c(t)) on S. But then we get

where %7(15) € g. So I'* takes values in the Lie sub algebra of fun-
damental vector fields for the action of G on S. By theorem 11.9 the
connection @ is thus induced by a principal connection w on P. Since
by 11.8 the principal connection w has the ”same” holonomy group as ®
and since this is also the structure group of P, the principal connection
w is irreducible, see 11.7. [
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13. The nonlinear frame bundle of a fiber bundle

13.1. Let now (E,p, M, S) be a fiber bundle and let us fix a fiber bundle
atlas (Uy) with transition functions 1, : Uyg X S — S. By 6.8 we have
C®(Uqnp, C=(S,5)) C C®(Uap x S,S) with equality if and only if S
is compact. Let us therefore assume from now on that S is compact.
Then we assume that the transition functions 1qs : Usg — Diff(S, ).

Now we define the nonlinear frame bundle of (E,p, M, S) as follows.
We consider the set Diff{S, E} := |, Diff(S, E;) and give it the
infinite dimensional differentiable structure which one gets by applying
the functor Diff (S, ) to the cocycle of transition functions (1qs). Then
the resulting cocycle of transition functions for Diff{S, E'} gives it the
structure of a smooth principal bundle over M with structure group
Diff (M). The principal action is just composition from the right.

We can consider now the smooth action ev : Diff(S) x S — S and

the associated bundle Diff{S, E}[S,ev] = %{?’)XS. The mapping
ev : Diff{S, F} xS — FE is invariant under the Diff (S)-action and factors
therefore to a smooth mapping Diff{S, E}[S, ev] — E as in the following
diagram:

. r iff{S, S
Diff{S, E} x § —* S

| H
E —— Diff{S, E}[S, ev].

The bottom mapping is easily seen to be a diffeomorphism. Thus the
bundle Diff{S, E'} is in full right the (nonlinear) frame bundle of E.

13.2. Lemma. In the setting of 13.1 the infinite dimensional smooth
manifold DIff{S, E} is a splitting smooth submanifold of Emb(S, E),
with the obvious embedding.

13.3. Let now ® € Q'(E;TFE) be a connection on E. We want to lift
® to a principal connection on Diff{S, E'}, and for this we need a good
description of the tangent space T Diff{S,E}. With the methods of
[Michor, 1980] one can show that

TDiff{S,E} = | {f € C*(S,TE|E,) : Tpo f = one point
xeM
in T, M and 7g o f € Diff(S, E,)}.

Starting from the connection ® we can then consider w(f) := T'(7g o
f)to®of:S—TE—VE — TS for f € TDiff{S, E}. Then w(f) is
a vector field on S and we have



82 13. The nonlinear frame bundle of a fiber bundle

Lemma. w € Q'(Diff{S, E}; X(S)) is a principal connection and the
induced connection on E = Diff{S, E}[S,ev] coincides with ®.

Proof. This follows directly from 11.9. But we also give a direct proof.
The fundamental vector field (x on Diff{S, F'} for X € X(5) is given
by ¢x(9) = Tgo X. Then w((x(g)) = Tglo®oTgo X = X since
Tg o X has vertical values. So w reproduces fundamental vector fields.
Now let h € Diff(S) and denote by 7" the principal right action. Then
we have

(")) () = (TN f) = w(f o h) = T(rp o fo k)~ o Bloh
=Th ' ow(f) o h = Adpig(s)(h w(f). O

13.4 Theorem. Let (E,p, M,S) be a fiber bundle with compact stan-
dard fiber S. Then connections on E and principal connections on
Diftf{S, E} correspond to each other bijectively, and their curvatures are
related as in 11.8. Each principal connection on Diff{S, E} admits a
global parallel transport. The holonomy groups and the restricted holo-
nomy groups are equal as subgroups of Diff(S).

Proof. This follows directly from 11.8 and 11.9. Each connection on E
is complete since S is compact, and the lift to Diff{S, E'} of its parallel
transport is the global parallel transport of the lift of the connection, so
the two last assertions follow. [

13.5. Remark on the holonomy Lie algebra. Let M be connected,
let p = —dw—%[w, w]x(s) be the usual X(S)-valued curvature of the lifted
connection w on Diff{S, E}. Then we consider the R-linear span of all
elements p(&r,ny) in X(S), where &, ny € Ty Diff{S, E} are arbitrary
(horizontal) tangent vectors, and we call this span hol(w). Then by the
Diff (S)-equivariance of p the vector space hol(w) is an ideal in the Lie
algebra X(9).

13.6. Lemma. Let f: S — E,, be a diffeomorphism in Diff{S, E}.,.
Then fi: X(S) — X(Ey,) induces an isomorphism between hol(w) and
the R-linear span of all g*R(CX,CY), X, Y € T. M, and g : By, — E,
any diffeomorphism.

The proof is obvious. Note that the closure of f,(hol(w)) is (a priori)
larger than hol(®,xzo) of 12.2. Which one is the right holonomy Lie
algebra?
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14. Gauge theory for fiber bundles

We fix the setting of section 13. In particular the standard fiber S is
supposed to be compact.

14.1. We consider the bundle Diff{E, E} := |J,.,, Diff(E,, E;) which
bears the smooth structure described by the cocycle of transition func-
tions Diﬁ’(qﬂ;g,z/}aﬁ) = (Yap)«(¥pa)*, where (1o3) is a cocycle of tran-
sition functions for the bundle (E,p, M, S).

14.2. Lemma. The associated bundle Diff{S, E}[Diff(S), conj] is iso-
morphic to the fiber bundle Diff{E, E'}.

Proof. The mapping A : Diff{S, E'} x Diff(S) — Diff{E, E'}, given by
A(f,g) = fogof ':E, - S — S — E,for f € Diff(S, E,.), is Diff (S)-
invariant, so it factors to a smooth mapping Diff{S, E}[Diff(S)] —
Diff{E, E}. Tt is bijective ans admits locally over M smooth inverses,
so it is a fiber respecting diffeomorphism. [

14.3. The gauge group Gau(FE) of the bundle (E,p, M,S) is by defi-
nition the group of all principal bundle automorphisms of the Diff(S)-
bundle (Diff{S, E} which cover the identity of M. The usual reasoning
gives that Gau(FE) equals the space of all smooth sections of the asso-
ciated bundle Diff{S, E}[Diff(S), conj] which by 14.2 equals the space
of sections of the bundle Diff{E, E} — M. We equip it with the topol-
ogy and differentiable structure as a space of smooth sections, see 6.1.
Since only the image space is infinite dimensional but admits exponen-
tial mappings (induced from the finite dimensional ones) this makes no
difficulties. Since the fiber S is compact we see from a local (on M) appli-
cation of the exponential law 6.8 that C>°(Diff{E, E} — M) — Diff(E)
is an embedding of a splitting closed submanifold.

14.4. Theorem. The gauge group Gau(E) = C*(Diff{E, E}) is a
splitting closed subgroup of Diff(E), if S is compact. It has an exponen-
tial mapping which is not surjective on any neighborhood of the identity.
Its Lie algebra consists of all vertical vector fields with compact support
on E, with the negative of the usual Lie bracket.

Proof. The first statement has already been shown before the theo-
rem. A curve through the identity of principal bundle automorphisms
of Diff{S, E} — M is a smooth curve through the identity in Diff(E)
consisting of fiber respecting mappings. the derivative of such a curve is
thus an arbitrary vertical vector field with compact support. The space
of all these is therefore the Lie algebra of the gauge group, with the
negative of the usual Lie bracket.
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The exponential mapping is given by the flow operator of such vector
fields. Since on each fiber it is just isomorphic the exponential mapping
of Diff(S), it has all the properties of the latter. O

14.5. Remark. If S is not compact we may circumvent the nonlinear
frame bundle, and we may define the gauge group Gau(E) directly as the
splitting closed subgroup of Diff (E') which consists of all fiber respecting
diffeomorphisms which cover the identity of M. The Lei algebra of
Gau(E) consists then of all vertical vector fields on E with compact
support on E.

14.6 The space of connections. Let J'(E) — E be the affine bundle
of 1-jets of sections of E — M. We have JY(E) = {{ € L(T,M,T,E) :
Tpol = Idr,n,u € E,p(u) = z}. Then a section of J1(E) — E is just
a horizontal lift mapping TM x p; E — TE which is fiber linear over F,
so it describes a connection as treated in 9.2 and we may view the space
of sections C*°(J(E) — E) as the space of all connections.

14.7. Theorem. The action of the gauge group Gau(E) on the space
of connections C*(JY(E)) is smooth.

Proof. This follows from 6.6 [

14.8. We will now give a different description of the action. We view
now a connection ® again as a linear fiber wise projection TE — V E,
So the space of connections is now Conn(E) := {® € QY(E;TE) : ® o
® =P, d(TE) = VE}. Since S is compact the canonical isomorphism
Conn(E) — C*(JY(E)) is even a diffeomorphism. Then the action of
f € Gau(E) C Diff(E) on ® € Conn(E) is given by f,® = (f~1)*® =
Tfo®oTf!. Now it is very easy to describe the infinitesimal action.
Let X be a vertical vector field with compact support on E and consider
its global flow FI;¥.

Then we have %|0(Flf{)*¢ = Lx® = [X, D], the Frolicher Nijenhuis
bracket, by 8.16(5). The tangent space of Conn(FE) at ® is the space
Te Conn(E) = {V € QY(E;TE) : V|VE = 0}. The infinitesimal orbit”
at ® in T Conn(E) is {[X,®?]: X € C(VE)}.

The isotropy subgroup of a connection ® is { f € Gau(FE) : f*® = ®}.
Clearly this just the group of all those f which respect the horizontal
bundle HE = ker ®. The most interesting object is of course the orbit
space Conn(F)/ Gau(E). If the base manifold M is compact then one
can show that the orbit space is stratified into smooth manifolds, each
one corresponding to a conjugacy class of holonomy groups in Diff(.5).
Those strata whose holonomy group groups are up to conjugacy con-
tained in a fixed compact group (like SU(2)) acting on S are diffeo-
morphic to the strata of the usual finite dimensional gauge theory. The
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proof of this assertions is quite complicated and will be dealt with in
another paper, see [Gil-Medrano Michor, 1989] for the starting idea.
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15. A classifying space
for the diffeomorphism group

15.1. Let 2 be the Hilbert space of square summable sequences and
let S be a compact manifold. By a slight generalization of theorem
7.3 (we use a Hilbert space instead of a Riemannian manifold N) the
space Emb(S, £2) of all smooth embeddings is an open submanifold of
C>(S,£%) and it is also the total space of a smooth principal bundle
with structure group Diff(S) acting from the right by composition. The
base space B(S,(?) := Emb(S, ¢2)/Diff(S) is a smooth manifold mod-
eled on Fréchet spaces which are projective limits of Hilbert spaces.
B(S, £?) is a Lindelof space in the quotient topology and the model
spaces admit bump functions, thus B(S, £2) admits smooth partitions of
unity. We may view B(.S, £2) as the space of all submanifolds of £2 which
are diffeomorphic to S, a nonlinear analogy of the infinite dimensional
Grassmanian.

15.2. Lemma. The total space Emb(S,¢?) is contractible.

So by the general theory of classifying spaces the base space B(.S, ¢?)
is a classifying space of Diff(S). I will give a detailed description of the
classifying process in 15.4 below.

Proof. We consider the continuous homotopy A : £2x [0, 1] — ¢2 through
isometries which is given by Ay = Id and by

Ai(ag, a1, ag,...) = (ag,...,an-2,0n_1 €080y (t), an_1sinb,(t),
ap, €08 0, (1), an sin 0, (t), ani1 cos Oy, (t), apy1sinbdy,(t),...)

for n%rl <t < L where 0,(t) = o(n((n+ 1)t — 1))% for a fixed smooth
function ¢ : R — R which is 0 on (—o0, 0], grows monotonically to 1 in
[0,1], and equals 1 on [1, 00)].

Then Ay j5(ag,a1,az,...) = (ag,0,a1,0,a2,0,...) is in £2,,, and on
the other hand A;(ag,a1,az,...) = (0,a0,0,a1,0,a2,0,...) is in £2,,.
The same homotopy makes sense as a mapping A : R*® x R — R,
and here it is easily seen to be smooth: a smooth curve in R* is locally
bounded and thus takes locally values in a finite dimensional subspace
RY ¢ R*. The image under A then has values in R?V € R*> and the
expression is clearly smooth as a mapping into R?Y. This is a variant
of a homotopy constructed by [Ramadas, 1982].

Given two embeddings e; and ey € Emb(S, ¢?) we first deform e;
through embeddings to €] € Emb(S, ¢Z ), and e to €5, € Emb(S, £2,,);

then we connect them by tej + (1 — ¢)ey, which is a smooth embedding
for all ¢ since the values are always orthogonal. [J
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15.3. We consider the smooth action ev : Diff(S) x S — S and the
associated bundle Emb(S, ¢2)[S,ev] = Emb(S, ¢?) X pie(s) S which we
call E(S,¢2), smooth fiber bundle over B(S, £?) with standard fiber S. In
view of the interpretation of B(S,¢?) as the nonlinear Grassmannian we
may visualize E(S, £2) as the "universal S-bundle” as follows: E(S, %) =
{(N,z) € B(S,£?) x £* : x € N} with the differentiable structure from
the embedding into B(S, %) x (2.

The tangent bundle T E(S, £2) is then the space of all (N, z, £, v) where
N € B(S,¢%), x € N, ¢ is a vector field along and normal to N in /2, and
v € T,¢? such that the part of v normal to T}, N equals £(x). This follows
from the description of the principal fiber bundle Emb(S, £2) — B(S, ¢?)
given in 7.3 combined with 6.7. Obviously the vertical bundle V E(S, £2)
consists of all (N,z,v) with x € N and v € T, N. The orthonormal
projection p(y ) : £2 — T, N defines a connection ®% : TE(S, (?) —
VE(S,(?) which is given by ®%5(N,z,&,v) = (N, z,p(n,zv). 1t will
be called the classifying connection for reasons to be explained in the
next theorem.

15.4. Theorem. Classifying space for Diff(S). The fiber bundle
(E(S,¢?),pr, B(S,?),8S) is classifying for S-bundles and ®*** is a clas-
sifying connection:

For each finite dimensional bundle (E,p, M,S) and each connection
® on E there is a smooth (classifying) mapping f : M — B(S,£?) such
that (E, ®) is isomorphic to (f* E(S, £?), f*®°12%). Homotopic maps pull
back isomorphic S-bundles and conversely (the homotopy can be chosen
smooth). The pulled back connection is invariant under a homotopy
H if and only if i(C*ST, 1y H.(0, &) RS = 0 where RS s the
curvature of ®°1ass,

Since S is compact the classifying connection ®*% is complete and
its parallel transport Pt'®° has the following classifying property:

fo lz’tf*'I)daSS(C7 t) = Pt*S(foe,t)o 1,

where f : B = F*E(S,0?) — E(S,?) is the fiberwise diffeomorphic
which covers the classifying mapping f : M — B(S,¢?).

Proof. We choose a Riemannian metric g; on the vector bundle VE — E
and a Riemannian metric g2 on the manifold M. We can combine these
two into the Riemannian metric g := (T'p|ker ®)*g> @ g1 on the manifold
E, for which the horizontal and vertical spaces are orthogonal. By the
theorem of Nash there is an isometric imbedding h : E — RY for N
large enough. We then embed R¥ into the Hilbert space £? and consider
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f: M — B(S,(?), given by f(z) = h(E,). Then

E 12U, ps e

| K

M —— B(S,6?)
f

is fiberwise a diffeomorphism, so this diagram is a pullback and we have
f*E(S,¢%) = E. Since T(f,h) maps horizontal and vertical vectors to
orthogonal ones, (f,h)*®°2% = . If Pt denotes the parallel transport
of the connection ® and ¢ : [0,1] — M is a (piecewise) smooth curve we
have for u € E(q))

oclass 2| f(Pt(c,t,u)) = @S Tf. 2| Pt(c,t,u)
=Tf.®. 5| Pt(c,t,u) =0, so
F(Ptes ) = PE(f 00,1, f(u).

Now let H be a continuous homotopy M x I — B(S,¢?). Then
we may approximate H by smooth mappings with the same Hy and
H,, if they are smooth, see [Brocker-Jéanich, 1973], where the infnite
dimensionality of B(S, %) does not disturb. Then we consider the bundle
H*E(S,¢?) — M x I, equipped with the connection H*®°1% whose
curvature is H* RS, Let 9, be the vector field tangential to all {z'} x I
on M x I. Parallel transport along the lines ¢t — (x,t) with respect
H*®¢18ss ig given by the flow of the horizontal lift (H*C*®2%%)(8;) of 0;.
Let us compute its action on the connection H*®°2% whose curvature
is H*R'®* by 9.5.(3). By lemma 9.9 we have

H*Cclass ) * * x.class . * pclass

2 (m WOO) B = L gy oy 9, (L R)
1 * (. class class
= _QH (i(C ! Ty H(0z, )R 1 )

which implies the result. [

15.5. Theorem. [Ebin-Marsden, 1970] Let S be a compact orientable
manifold, let py be a positive volume form on S with total mass 1. Then
Dift(S) splits smoothly into Diff (S) = Dift,, (S)x Vol(S) where Diff,, (S)
is the Lie group of all po-preserving diffeomorphisms and Vol(S) is the
space of all volume forms of total mass 1.

Proof. We show first that there exists a smooth mapping 7 : Vol(S) —
Diff(S) such that 7(u)*po = .
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We put puy = po+t(p—po). We want a smooth curve t — f; € Diff(.5)
with ffu: = po. We have % ft = X o f; for a time dependent vector
field X; on S. Then 0 = & fip = fiLx, e+ fi Gpe = £ (Lx e+ (p =
to)), so Lx,puy = po — p and consequently [o Lx,pur = [¢(po — p) = 0.
So the cohomology class of Lx,u; in HY¥™5(S) is zero, and we have
Lx, it = dix, jiy +ix,0 = dw for some w € Q4MS=1(S). Now we choose
w such that dw = py — p and we choose it smoothly depending on p
by the theorem of Hodge. Then the time dependent vector field X; is
uniquely determined by ix,pu: = w since u; is nowhere 0. Let f; be the
evolution operator of X; and put 7(u) = f; '

Now we may prove the theorem proper. We define a mapping ¥ :
Diff(S) — Diff,,, (S) x Vol(S) by U(f) := (f o 7(f*po) ™", f*po), which
is smooth by sections 6 and 7. An easy computation shows that the
inverse is given by the smooth mapping ¥=1(g,u) = go (). O

15.6. A consequence of theorem 15.5 is that the classifying spaces of
Diff(S) and Diff, (S) are homotopy equivalent. So their classifying
spaces are also homotopy equivalent.

We now sketch a smooth classifying space for Diff,,,. Consider the
space Bj(S,?) of all submanifolds of £2 of type S and total volume
1 in the volume form induced from the inner product on ¢2. It is a
closed splitting submanifold of codimension 1 of B(S,¢?) by the Nash-
Moser inverse function theorem, see [Hamilton, 1982]. This theorem is
applicable if we use ¢? as image space, because the modeling spaces are
then tame Fréchet spaces in his sense. It is not applicable directly for
R as image space.

15.7. Theorem. Classifying space for Diff”(S). Let S be a com-
pact real analytic manifold. Then the space Emb®“ (S, ?) of real analytic
embeddings of S into the Hilbert space {2 is the total space of a real
analytic principal fiber bundle with structure group Diff(S) and real
analytic base manifold B (S, (?), which is a classifying space for the Lie
group Diff”(S). It carries a universal Diff”(S)-connection.

In other words:

(Embw(S7 N) ><Diﬂ“’"(S) S — Bw(Sv Ez)

classifies fiber bundles with typical fiber S and carries a universal (gen-
eralized) connection.

The proof is similar to that of 15.4 with the appropriate changes to
cv.
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16. A characteristic class

16.1. Bundles with fiber volumes. Let (E,p, M, S) be a fiber bun-
dle and let ¢ be a smooth section of the line bundle A"V*FE — E where
n = dim S, such that for each € M the n-form p, := p|FE, is a positive
volume form of total mass 1. Such a form will be called a fiber volume on
E. Such forms exist on any oriented bundle with compact oriented fiber
type. We may plug n vertical vector fields X; € C*°(VE) into u to get
a function p(Xy,...,X,) on E, but we cannot treat p as a differential
form on F.

16.2. Lemma. Let ugy be a fized volume form on S and let p be a fiber
volume on the bundle E. Then there is a bundle atlas (Uy, o : E|Uy —
Uy % S) such that (V| Ey)* o = po for all z € U,.

Proof. We start with any bundle atlas (U,, v, : E|U, — U, x S).
By theorem 15.5 there is a diffeomorphism ¢, , € Diff(S) such that
(Pae) (W) {z} x S)*uz = po, and ¢, . depends smoothly on z.
Then o := (Idy, X py}) 0¥l : E|Uy — Uy x S is the desired bundle
chart. O

16.3. Let now ® be a connection on (E,p, M, S) and let C : TM x
E — TE be its horizontal lifting. Then for X € X(M) the flow FI¢¥
of its horizontal lift C X respects fibers, so for the fiber volume p the
pullback (FltC X )*1r makes sense and is again a fiber volume on E. We
can now define a kind of covariant derivative by

(a) Vi = 2 o(FIFY) .

In fact V? is a covariant derivative on the vector bundle Q"(p) :=
W (B) = Ugens O (E,) with its obvious smooth vector bundle struc-
ture, whose standard fiber is the nuclear Fréchet space Q"(S5).

We shall need a description of the convariant derivative V® in terms
of Lie derivatives. So let j : VE — TFE be the embedding of the vertical
bundle and let us consider j* : QF(E) — C®(A*V*E). Likewise we
consider ®* : C®°(A*V*E) — QF(E). These are algebraic mappings,
algebra homomorphisms for the wedge product, and satisfy j* o &* =
Idgeo(pry+g)- The other composition ®* o j* : OF(E) — QFE) is a
projection onto the image of ®*.

If X € X(M) is a vector field on M, then the horizontal lift CX €
X(F) and X are p-related, i.e. Tpo CX = X op. Thus the flows are

p-conjugated: p o FltC X = FltX op. So FltCX respects the vertical bundle
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VE and we have j o FISX = 1CX oj. Therefore we have
(b)
CX \x CX \* % g%
VC)%M:%’O 1 )M:E|0 L) 5 e

=" 2| (FIE5) @ = j* Lox @ =0+ jicxd®*p,

where Lo x is the usual Lie derivative. This formula also shows that
V% uis C°(M,R)-linear in X, as asserted.

Now let (Uy, %) be a fiber bundle atlas for (E,p, M, S). Put & :=
(7 1)*®, a connection on U, x S — U,. Its horizontal lift is given by
C*(X) = (X, T*(X)). Let u be a fiber k-form on U, x S, so p: Uy —
QF(S) is just a smooth mapping. Thus we have for x € U,

(c) (V1) = &l (7 0) (uo FIY))

= d"*p(X) + LPa(x)1

— X (1) + Loy
where dY= is the exterior derivative of Q¥(S)-valued forms on U,, and
where £ is the Lie derivative on S.

16.4. Lemma. Let ® be a connection on the bundle (E,p, M,S) with
curvature R € Q*(E;VE). Then the curvature of the linear covari-
ant derivative V® on the vector bundle (QF(p), M,QF(S)) is given by
R(VY(X,Y)u = L% x,cvyls where LY denotes the vertical Lie deriv-
ative, on each fiber separately.

Proof. The easiest proof is local. Let (Uy, 1) be a fiber bundle atlas for
(E,p, M, S). Put again ®* := (¢, 1)*®, a connection on U, x S — U,
with horizontal lift is given by C*(X) = (X,I'(X)). Let u be a fiber
k-form on U, x S, so u : U, — QF(S) is just a smooth mapping. Thus
we have for X, Y € X(U,,), where we write V* for V®,
R(VE)(X,Y)p = (VXVy =V VX = Vixy)u
= V(Y (1) + L2y 1) — V(X (1) + LEyy 1) — [X, Y] (1) — ﬁg[x,y]ﬂ
X(Y(w) + L3r (Yt + ﬁg(y)X( )+ EIS(X)Y(/J) + EIS(X)/:?(Y)M
— Y (X (1)) = Ly — Loy Y (1) = L2y X (1) = L) LD x0) 1
= [X,Y](p) — ‘CS[X yH
L5 (XT(Y) ~ YF(X) = D([X, YD) b+ [LEx ) Lo 1
L5 (d""T(X,Y) + [[(X),T(Y)])
L5(((3") * )(X Y))p.
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In this computation we used that £5 : X(9) x Q¥(S) — QF(S) is bilinear
and continuous so that the product rule of differential calculus applies.
The last formula comes from lemma 9.7. O

16.5. Definition. The connection ® on E is called u-respecting con-
nection if V& =0 for all X € X(M).

Lemma.

(1) A connection ® is p-respecting if and only if for some (any) bun-
dle atlas (Uy,Vq) as in lemma 16.2 the corresponding Christoffel
forms I'* take values in the Lie algebra X,,,(S) of divergence free
vector fields on S (i.e. Lxpo=0).

(2) There exist many p-respecting connections.

(3) If ® is p-respecting and if R is its curvature, then for X, and
Y, € T, M the form i(R(CX,,CYy))u is closed in w" 1(E,).

Proof. 1. Put ® := (¢;1)*®, a connection on U, x S — U,. Its hor-
izontal lift is given by C*(X) = (X,T%(X)). Thus we have V¥ po =
Lro(xyto, and this is zero for all X € X(U,) if and only if I'* €
QO (Ua; X4 (S)).-

2. By the first part p-respecting connections exist locally and since
V% is C°(M,R)-linear in X € X(M) we may glue them via a partition
of unity on M.

3. We compute locally in a chart (U, 1,) belonging to a fiber bundle
atlas satisfying lemma 16.2. Then by 1. we have I'* € Q' (U,; X,,,(S5)),
so by lemma 9.7 the local expression of the curvature R® = (¢;1)*R =
dV~T + [['*,T°] is an element of Q?(U,; X, (S)). But then

dsi%a(x7y),uo = E%Q(X7y),u0 =0. O

16.6. We consider the cohomology class [i(R(CX,CY))u] € H* Y(E,)
for X, Y € T, M and the finite dimensional vector bundle H"~1(p) :=
Users H"H(E,) — M. 1t is described by a cocycle of transition func-
tions Uy — GL(H"1(9)),  — H" 1(¢ga(z, )), which are locally
constant by the homotopy invariance of cohomology. So the vector bun-
dle H"~!(p) — M admits a unique flat linear connection V respecting
the resulting discrete structure group, and the induced covariant exterior
derivative dy : Q(M; H"(p)) — QFY(M; H"(p)) satisfies d2, = 0
and defines the De Rham cohomology of M with twisted coefficient do-
main H"~*(p).

We may view [igu] : Xz, Ye — [((R(CX,,CY,))u] as an element of
Q*(M; H* ' (p)).



16. Characteristic classes for general fiber bundles 93

16.7. Lemma.
(1) If y € C®(A*V*E — E) induces a section [y] : M — H*(p)
then we have Vx[y] = [V%~], for any connection ® on E.
(2) If @ is a p-respecting connection on E then dy[irp] = 0.

Proof. (1). For any bundle atlas (U,,«) the parallel sections of the
vector bundle H*(p) for the unique flat connection respecting the dis-
crete structure group are exactly those which in each local bundle chart
U, x H*(S) are given by the (locally) constant mappings: U, — H¥(S).
Obviously V& [7] := [V%] defines a connection and in the local bun-
dle chart U, — H*(S) we have
et d & *
V= o)y
= d% ™ (X) + Lo

where dY~ is the exterior derivative on U, of QF-valued mappings. But

if [7] is parallel for the flat connection respecting the discrete structure
group, so [y?] is locally constant, then dV~~y® takes values in the space
B¥(S) of exact forms. And since v*(z) is closed for all x € U, the
second summand Llfiu(x)*yo‘ = d%ipa(x)Y + ire(x)0 takes values in the
space of exact forms anyhow. So the two connections have the same
local parallel sections, so they coincide.

(2). Let Xo, X1, X2 € X(M). Then we have

dy[irp](Xo, X1, X2) =
= > (Vo ([irpl(X1, X2)) = [irpl((Xo, X1], X2))

cyclic

Z (Vo (iR(cx1,0x0) 1) — ER(CIX0,X11,0.X2) 1]

cyclic

Z [ Lexoinex,,ox) @ 1 — iR(C[Xo, X1],0 X2) 1]

cyclic
= Z (7410 x0, R(CX1,0 X)) P 1+
+ 7N iR(Ox,,0x) LOxo @I — TR(O1X0,X,],0X0) 1]
= [ j*i([CXo, R(CX1,CX2)] + 0 — R(C[Xo, X1, C X)) ®* ],

cyclic

where we used [icx,Lz] = ijcx,z], that j*®* = Id, and that R has
vertical values, which implies

Jr iR x1,0x) LOxo P 1 = iR(CX,,0x2)] Lox, P 1

= ip(cx,,0x) Vi = 0.
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Now we need the Bianchi identity [R, ®] = 0 from 9.4. Writing out the
global formula 8.9 for the horizontal vector fields C'X; we get

0 = [R, ®](CXo, CX1,CXs)
= Z (=®[CXo, R(CXy,CX3)] — R(C[Xo, X1],CX3)).

cyclic
From this it follows that dy[igu] =0. O
16.8. Definition. So we may define a characteristic class k(E, u) of
the bundle (E,p, M, S) with fiber volume p as the class
k(E, 1) = [[irp mrn—1(p) 52 (01501 () -

16.9. Lemma. The class k(E, ) is independent of the choice of the
u-respecting connection.

Proof. Let ® and ®' be two p preserving connections on (E,p, M), and
let C' and C” be their horizontal liftings. We put D =C — C" : TM X s
E — VE, which is fiber linear over F, then C; = C +tD = (1 —
t)C + tC" is a curve of horizontal lifts which preserve u. In fact we
have Lp(x,)p|E, = 0 for each X, € T, M. Let ®; be the connection
corresponding to C; and let R; be its curvature. Then we have

Ri(Ci X, CY) = 0,C X, C Y] = [Ce X, C Y] — C[X, Y]
= R(CX,CY)+t[CX,DY] +t[DX,CY] + t*[DX,DY] — tD[X,Y].
%‘0 R(C:X,CY)=[CX,DY]+[DX,CY]+2t[DX,DY] — D[X,Y].
2 i(R(C X, CY ) = 5 (F], i(R(C X, CLY))) @*pa
= j* (ijex,pv] — ijcy,px] T 2tipx,py] — in[x,y]) @ 1
=j*([Lex,ipy] — [Lov,ipx] + 2t[Lpx,ipy] — ipx,y])) © 4.
=j" (Loxipy —0— Leoyvipx —ipix,y] + 2t(dipxipy — 0)) ®*p.
Here we used that D has vertical values which implies j*ipy LoxP*p =
ipyj*Lox®*p =ipyVipu=0.
Next we use lemma 16.7.1 to compute the differential of the of the
I-form [ipu] € QY (M; H"1(p)).
delippl(X,Y) = Vx[ipyyul — Vylipcou — [ipgx,yy#l
= [VXipayi — Vipx)m — ipx,y il

= ["(Lexipy) — Lovipx) —ip(x.y))) @ 1.

So we get %|0 [ir,pt] = dy[ipp] in the space Q*(M; H" 1(p)). O
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16.10. Remarks. The idea of this class is originally due to [Kainz,
1985].

From the point of view of algebraic topology it is not very interest-
ing since it coincides with the second differential in the Serre spectral
sequence of the fibration £ — M of the class corresponding to p.

16.11. Review of linear connections on vector bundles.

Let (V,p, M,R™) be a vector bundle equipped with a fiber metric g. Let
V be a linear covariant derivative on E which respects g. Let s = (s;)
be a local frame field over U C M of E: so s; € C*°(E|U) and the s;(z)
are a linear basis of F, for each x € U.

Then s defines a vector bundle chart ¢ : E|JU — U x R™ by the
prescription (3 s;u') = (u®) or ¥(s.u) = u. If s’ is another frame field,
we have s; =} sjhl or s' = s.h for a function h € C>°(UNU’, GL(n)).
For the vector bundle charts we have then /v ~!(z,u) = (x, h(z).u).
We also have T : T(E|U) — TU x R™ x R", and for the chart change
we have

T o™ ): T(UNU') xR xR" - T(UNU') x R" x R"
T o™ ) (Xp,v,w) = (Xa, h(2).0, dh(Xp)0 + h(z).w)

The connection form is defined by Vxs; =3, s;w! (X) or Vs = s.w
for w € QL (U, gl(n)) in general and w € Q(U,0(n)) if V respects g and
the frame field s is orthonormal. If Vs’ = s’.w’ is the connection form for
another frame s’ = s.h, we have the transition formula h.w’ = w.h + dh.
For a general section s.u = Zj s;u? we have V(s.u) = s.w.u + s.du.

Now we want to express the connection ® = &V € Q(E;VE), the
horizontal lift C': TM x,; E — TE and the connector K = vpr o ® :
TE — FE locally in terms of the connection form (compare with 11.10
and following). Since for a local section = — (z,u(x)) of U x R" — U
we have

Vx(su)=s.(w(X)u+ du(X))
=KoT(su)oX Dby 11.12,
(T(¢) o T(s.u))(Xz) = (Xa, u(2), du(Xz))

we see that

(Yo KoT(W N Xy, v,w) = (Xp,w(X,).v +w)
(T o ®oT(hp ) ( Xy, v,w) = (0, v, w + w(X,).v)
(T oCo(Idx ) (Xy,v) = (Xag,v, —w(Xy).v).
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The Christoffel form I' of ® with respect to the bundle chart 1) is given
by 9.7
(Oxa F(XTa U)) = *T(ﬂ’)‘bT(d’il (XJC7 U, 0)
= (04,0, —w(X,).v)
NX,,v) =—w(X,)v
Now the curvature RV (X,Y) = [V, Vy] —Vix,y]- If we put RY.s =
5.2, then we have Q € Q*(U, gl(n)) and Q € Q?(U,0(n)) if V respects
g and if s is an orthonormal frame field. Then the curvature form Q is
given by Q = dw 4+ w A w.
The curvature R = 1[®, ®] € Q?(E;VE) can be written in terms of
the Christoffel forms by 9.7
(¥ R(X,Y) = d"T(X,Y) + [[(X), T(Y)]x(an)
= d(-w)(X,Y) = (~w(X)) A (-w
=-Q(X,Y),

(Y))

since GL(n) acts from the left on R™, so the fundamental vector field
mapping is a Lie algebra anti homomorphism.

Let us consider now the unit sphere bundle SE = {u € E : g(u,u) =
1} in the vector bundle E. If we use an orthonormal frame then 1 :
SE|U — U x S"~! is a fiber bundle chart. We have

T(U x 8" 1) = {(Xz,v,w) € TU x R" x R" : |v| = 1,vLw = 0}
(I)local(szvaw) = (Oacvv7w +W(X3:)-U)
(v, w4+ w(X,)v) = (v,w(X,)v) =0,

since w(X,) € o(n). So ® induces a connection on SE with the same
Christoffel forms (acting on a submanifold now). If we assume that E is
fiber orientable and if we consider the fiber volume p on SE induced by g,
then these Christoffel forms take values in the Lie algebra of divergence
free vector fields, so the induced connection ®°F is p-respecting. The
local expression of the curvature of ®3 is again —Q.

16.12. Lemma. 1. For a fiber orientable vector bundle (E,p, M,R™)
with fiber dimension n > 2 and a fiber Riemannian metric g we consider
the induced fiber volume p on the unit sphere bundle SE. Then the
characteristic class k(SE, p) = 0.

2. For a complez line bundle (E,p, M) with smooth hermitian metric
g. We consider again the induced fiber volume on the unit sphere bundle
(SE,p,SY). Then for the characteristic class we have

k(SE,p) = —a(E),
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the negative of the first Chern class of E.

Proof. 1. This follows from H"~2(S"~1) = 0.
2. This follows since H°(p) = M x R, so from 16.8 the class k(SFE, u1)
is induced by the negative of the curvature form €2, which also defines

the first Chern class. O
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17. Self duality

17.1. Let again (E,p, M, S) be a fiber bundle with compact standard
fiber S. By a fiberwise symplectic form w on E we mean a smooth section
of the vector bundle A2V*E — E such that w, == w | E, € Q*(E,) is a
symplectic form on each fiber F,. So as in 16.1 we may plug two vertical
vector fields X and Y into w to get a function w(X,Y’) on E.

If dim S = 2n, let w} = wy A--- Aw, be the Liouville volume form of
wz on E,. We will suppose that each fiber E, has total mass 1 for this
fiber volume: we may multiply w by a suitable positive smooth function
on M.

I do not know whether lemma 16.2 remains true for fiberwise sym-
plectic structures.

17.2. Example. For a compact Lie group G let Ad* : G — GL(g*)
be the coadjoint action. Then the union of all orbits of principal type
(maximal dimension) is the total space of a fiber bundle which bears a
canonical fiberwise symplectic form.

17.3. Let now ® be a connection on (E,p, M,S) and let V be the as-
sociated covariant derivative on the (infinite dimensional) vector bundle
Q2 (E) == U,en Q*(E,) over M which is given by

Vxw:= L|o(FIfY)w

as in 16.3.

Definition. Let w be a fiberwise symplectic form on E. The connection
® on F is called w-respecting if Vxw = 0 for all X € X(M).

17.4. Lemma. If dim H?(S;R) = 1 then there are w-respecting con-
nections on E and they form a convex set in the space of all connections.

Proof. Let us first investigate the trivial situation. So e = M x S and
the fiberwise symplectic form is given by a smooth mapping w : M —
Z%(S) c 9%(S) such that w, is a symplectic form for each x. Since
Jswir =1 for each x and since a — a™ is a covering mapping H?(S)\0 =
R\0 — H?*"\0 = R\0, we see that the cohomology class [w,] € H*(S) is
locally constant on M, so w : M — w,, + B2(S) if M is connected. Thus
dMw : TM — B?(M) is a 1-form on M with values in the nuclear vector
space B?(S) of exact forms, since it is a closed subspace of Q%(S) by
Hodge theory. Let G : Q%(S) — QF(S) be the Green operator of Hodge
theory for some Riemannian metric on S and define I' € QY (M : X(95))
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by i(['(X,))ws = —d*G(dMw),(X,). Since w, is non degenerate, I is
uniquely determined by this procedure and we have

Lrx,we = d%irxyws + 0 = —dd*G(dM w),(X,) = —(dMw).(Xa),

since it is in B%(S). For the covariant derivative V induced by the
connection with Christoffel form I' we have

Vxw = 4[o(FI TNy = (@Mu)(X) + Lrxyw =0,

so the Christoffel form I' defines an w-respecting connection.

For the general situation we know now that there are local solutions,
and we may use a partition of unity on M to glue the horizontal lifts to
get a global w-respecting connection.

The second assertion is obvious. [

17.5. Let now ® be an w-respecting connection on (E,p, M, S) where
w is a fiberwise symplectic form on E. Let R = R(®) be the curvature
of ® and let C' be the horizontal lifting of ®. Then i(R(C X, CYy))w, €
QYE,) and i(R(CX,,CY,))w? € Q?>"~1(E,). Asin lemma 16.5 we may
prove that both are closed forms. So [i(R(CX,,CY,))w.)] € H*(E;)
and [i(R(CX,,CY,))w?] € H* 1(E,).

Let us also fix an auxiliary Riemannian metric on the base manifold
M and let us consider the associated Hodge -*-operator: QF(M) —
Qm=k(M), where m = dim M. Let us suppose that the dimension
of M is 4 and let us consider the forms [igw] € Q*(M;H'(p)) and
x[igw™] € Q%(M; H?"~1(p)) with values in the flat vector bundles H*(p)
from 16.6. Both are dy-closed forms (before applying * to the sec-
ond one) since the proof of 16.7 applies without changes. Let D, :
H?"~Y(E,) — H'(E,) be the Poincaré duality operator for the com-
pact oriented manifold F,; these fit together to a smooth vector bundle
homomorphism D : H*"~1(p) — H(p).

Definition. An w-respecting connection ® is called self dual or anti self
dual if

D x [irw"] = [igw] or

= —[igw| respectively.

This notion makes sense also for not w -respecting connections.
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17.6. For the notion of self duality of 17.5 there is also a Yang-Mills
functional if M* is supposed to be compact. Let ® be any connection.
For X; € T, M we consider the 4-form

0a(®)(X1, ..., Xy) i= iAlt/ (i5w) e (X1, X2) A #(irw™)e (X3, X4),

x

where Alt is the alternator of the indices of the X;. The Yang-Mills
functional is then

F(D):= /M o(P).

17.7. A typical example of a fiber bundle with compact symplectic
fibers is the union of coadjoint orbits of a fixed type of a compact Lie
group. Closely related to this are open subsets of Poisson manifolds. w-
respecting connections exist if the orbit type has second Betti number 1.
The Yang-Mills functional and the self duality notion exist even without
this requirement. It would be nice to investigate the characteristic class
of section 16 for the fiberwise symplectic structure instead of a fiber
volume form for examples of coadjoint actions.

17.8. Finally we sketch another notion of self duality. We consider
a fiberwise contact structure « on the fiber bundle (E,p, M,S) with
compact standard fiber S: So a, € Q!(E,) depends smoothly on x and
is a contact structure on E,, i. e. a; A (da,)™ is a positive volume form
on E,, where dim S = 2n + 1 now. A connection ® on the bundle E is
now called a-respecting if in analogy with 16.2 we have

Via = %|0 (F1I¥%)*a =0

for each vector field X on M. If R is the curvature of such a connec-
tion then iR(C'X,CY )a is fiberwise locally constant by the analogue of
16.5.(3). If S is connected then (X, Z) — iR(CX, CY )« defines a closed
2-form on M with real coefficients and it defines also a cohomology class
in H2(M;R). But it is not clear that a-respecting connections exist.
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List of Symbols

C™(E), also C*°(E — M) the space of smooth sections of a fibre
bundle

C>*(M,R) the space of smooth functions on M

d:QP(M) — QPYL(M) usually the exterior derivative

(E,p,M,S), also simply F  usually a fibre bundle with total space
FE, base M, and standard fibre .S

FIX  the flow of a vector field X

I, short for the k x k-identity matrix Idgs.

Lx Lie derivative

G usually a general Lie group with multiplication u: G x G — G,
left translation A, and right translation p

£:G xS — S usually a left action

M usually a (base) manifold

N natural numbers

Ny nonnegative integers

R real numbers

r: Px G — P wusually a right action, in particular the principal
right action of a principal bundle

TM  the tangent bundle of a manifold M with projection 7, :
™™ — M

Z Integers
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Index

a-respecting connection, 100
p-respecting connection, 92
w-respecting connection, 98

A

algebraic bracket, 28

algebraic derivation, 27

anti self dual, 99

approximation property (bornological) , 15
associated bundle, 48

associated vector bundles, 52

B

base space, 36
basis, 36

Bianchi identity, 37
bundle atlas, 36
bundle of gauges, 54
bundle, 36

C

cartesian closedness, 8, 11, 13
characteristic class, 94

Chern class, 97

Christoffel forms, 39

classifying connection, 87

classifying space, 53, 87, 89

cocurvature, 33

cocycle condition, 36

cocycle of transition functions, 36
cohomologous, 44

complete connection, 41

connection form (Lie algebra valued), 60
connection form, 95

connection, 32, 37, 92

connector, 69

continuous derivation over ev,, 14
convenient vector space, 7

covariant derivative on vector bundles, 70
covariant derivative, 63, 70

covariant exterior derivative, 63, 71
curvature form (Lie algebra valued), 60
curvature form, 96

curvature, 32, 33, 37, 70

c*°-topology, 6

C%-manifold structure of C¥ (M, N), 19
C“-manifold structure on C*° (M, N), 19

D

De Rham cohomology of M with twisted
coefficient domain H"~1(p), 92

derivations (graded) , 27

diffeomorphism group, 22

E

Ehresmann connection, 41

equivariant mappings and associated bundles,
50

exponential law, 20

F

f-dependent, 33

f-related, 33

fiber bundle atlas, 36

fiber bundle, 36

fiber chart, 36

fiber volume, 90

fiberwise symplectic form, 98
flat connections, 38

frame bundle, 81
Frolicher-Nijenhuis bracket, 29
fundamental vector field, 5
fundamental vector field, 5

G

G-atlas, 44

G-bundle structure, 44

G-bundle, 44

gauge group of a fiber bundle, 83

gauge transformations, 54

general Bianchi identity, 33

generalization of the theorem of Ambrose and
Singer, 77

global formula for the Frolicher-Nijenhuis
bracket, 30

Grassmann manifold, 46

H

Hodge-*-operator, 99

holomorphic curves, 10

holomorphic, 10

holonomy group, 65, 76

holonomy groups for principal connections, 65
holonomy Lie algebra, 76

homogeneous spaces, 45

homomorphism of G-bundles, 51
homomorphism over ® of principal bundles, 47
horizontal bundle, 37

horizontal differential forms, 63

horizontal foliation, 38

horizontal lift, 37

horizontal projection, 37

horizontal space, 32

horizontal vectors, 37

I

induced connection, 66, 67

inducing principal connections on associated
vector bundles, 69

irreducible principle connection, 66

K
kinematic tangent vector, 14

L

Lie derivation, 28

Lie group, 5

linear connection, 69
linear frame bundle, 52



local description of connections, 38

local descriptions of principal connections, 62

local formulas for the Frolicher-Nijenhuis
bracket, 31

M
manifold structure of C°°(M, N), 17
Maurer-Cartan formula, 39

N

n-transitive, 23

natural bilinear concomitants, 34

naturality of the Frolicher-Nijenhuis bracket,
33

nearly complex structure, 35

Nijenhuis tensor, 35

Nijenhuis-Richardson bracket, 28

nonlinear frame bundle, 81

(0]

operational tangent vector, 14
orthonormal frame bundle, 53
orthonormal frame field, 52

O

parallel transport, 39

principal (fiber) bundle, 44
principal bundle atlas, 44

principal bundle of embeddings, 24
principal connection, 60

principal fiber bundle homomorphism, 47
principal right action, 45
projection, 36

proper, 20

pullback operator, 34

pullback, 38

pullback of fiber bundles, 37

R

real analytic curves, 12

real analytic mappings, 12

real analytic, 12

recognizing induced connections, 67
reduction of the structure group, 47

105

regular, 23

restricted holonomy group, 65, 76
Riemannian metric , 52

right logarithmic derivative, 58

S

sections of associated bundles, 53
self dual, 99

smooth curves in C*° (M, N), 18
smooth mappings, 7

smooth partitions of unity, 14
smooth, 6, 7

smoothness of composition, 19
space of connections, 84
standard fiber, 36

Stiefel manifold, 46

T

tangent and vertical bundles of principal and
associated bundles, 58

tangent bundles of Grassmann manifolds, 56

tangent bundles of homogeneous spaces, 54

tangent group of a Lie group, 57

tangent vectors as derivations, 16

theorem of Hartogs, 10

topologically real analytic, 12

total space, 36

transformation law for the Christoffel forms,
39

transition functions, 36

U

universal vector bundle, 56

A%

vector valued differential forms, 27
vertical bundle, 37

vertical bundle, 58

vertical projection, 37

vertical space, 32

Y
Yang-Mills functional, 100



