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Preface

The present manuscript was written for my course Real Analysis given in
summer 2011, 2013, and 2018. It assumes some basic familiarity with Func-
tional Analysis, for which there is an accompanying part [25], where these
topics are covered.

The manuscript is updated whenever I find some errors and extended
from time to time. Hence you might want to make sure that you have the
most recent version, which is available from

http://www.mat.univie.ac.at/~gerald/ftp/book-ra/

Please do not redistribute this file or put a copy on your personal
webpage but link to the page above.

Goals

The main goal of the present book is to give students a concise introduc-
tion which gets to some interesting results without much ado while using a
sufficiently general approach suitable for further studies. Still I have tried
to always start with some interesting special cases and then work my way
up to the general theory. While this unavoidably leads to some duplications,
it usually provides much better motivation and implies that the core ma-
terial always comes first (while the more general results are then optional).
Moreover, this book is not written under the assumption that it will be
read linearly starting with the first chapter and ending with the last. Con-
sequently, I have tried to separate core and optional materials as much as
possible while keeping the optional parts as independent as possible.

vii

http://www.mat.univie.ac.at/~gerald/ftp/book-ra/


viii Preface

Furthermore, my aim is not to present an encyclopedic treatment but to
provide the reader with a versatile toolbox for further study. Moreover, in
contradistinction to many other books, I do not have a particular direction
in mind and hence I am trying to give a broad introduction which should
prepare you for diverse fields such as spectral theory, partial differential
equations, or probability theory. This is related to the fact that I am working
in mathematical physics, an area where you never know what mathematical
theory you will need next.

I have tried to keep a balance between verbosity and clarity in the sense
that I have tried to provide sufficient detail for being able to follow the argu-
ments but without drowning the key ideas in boring details. In particular,
you will find a show this from time to time encouraging the reader to check
the claims made (these tasks typically involve only simple routine calcula-
tions). Moreover, to make the presentation student friendly, I have tried
to include many worked out examples within the main text. Some of them
are standard counterexamples pointing out the limitations of theorems (and
explaining why the assumptions are important). Others show how to use the
theory in the investigation of practical examples.

Preliminaries

The present manuscript is intended to be gentle when it comes to required
background. Of course I assume basic familiarity with analysis (real and
complex numbers, limits, differentiation, basic (Riemann) integration, open
sets) and linear algebra (finite dimensional vector spaces, matrices).

Apart from this natural assumptions I also expect some familiarity with
metric spaces and point set topology. However, only a few basic things are
required to begin with. All (and much more) is collected in Appendix B
from [25] Moreover, you should already know what a Banach/Hilbert space
is, but Chapter 1 from [25] will be sufficient to get you started.

Content

Below follows a short description of each chapter together with some
hints which parts can be skipped.

Chapter 1 introduces the concept of a measure and constructs Borel
measures on Rn via distribution functions (the case of n = 1 is done first)
which should meet the needs of partial differential equations, spectral theory,
and probability theory. I have chosen the Carathéodory approach because I
feel that it is the most versatile one.



Preface ix

Chapter 2 discusses the core results of integration theory including the
change of variables formula, surface measure and the Gauss–Green theorem.
The latter two are only done in a smooth (C1) setting, but these topics are
needed in the chapter on Sobolev spaces and I wanted to be self-contained
here. Two optional appendices discuss transforming one-dimensional mea-
sures (which should be useful in both spectral theory and probability theory)
and the connection with the Riemann integral.

Chapter 3 contains the core material on Lp spaces including basic in-
equalities and ends with an optional section on integral operators.

Chapter 4 collects some further results. Except for the first section,
the results are mostly optional and independent of each other. Lebesgue
points discussed in the second section are also used at some places later on.
There is also a final section on functions of bounded variation and absolutely
continuous functions.

Chapter 5 collects even further results. Again the results are mostly
optional and independent of each other.

Chapter 6 discusses the dual space of Lp for 1 ≤ p <∞ and p = ∞ as
well as some variants of the Riesz–Markov representation theorem.

Chapter 7 contains some core material on Sobolev spaces. I feel that
it should be sufficient as a background for applications to partial differential
equations (PDE).

Chapter 8 covers the Fourier series. Basic results for convergence in
Lp, pointwise convergence and uniform convergence are discussed. Includ-
ing sufficient conditions for a function to have absolutely summable Fourier
coefficient.

Chapter 9 covers the Fourier transform on Rn. It also gives an inde-
pendent approach to L2 based Sobolev spaces on Rn. Of course the Fourier
transform is vital in the treatment of constant coefficient PDE. However, in
many introductory courses some of the technical details are swept under the
carpet. I try to discuss these examples with full rigor.

Chapter 10 finally discusses two basic interpolation techniques includ-
ing applications to Calderón–Zygmund operators.

Sometimes also the historic development of the subject is of interest.
This is however not covered in the present book.

To the teacher

The book can either serve as a succinct introduction to the Lebesgue inte-
gral or as a full course focusing either on measure theory (covering Chapters
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1 to 6 and possibly also Chapter 7) or on real analysis (skipping Chapter 5
and adding material from Chapters 7 to 10).

For a brief introduction to Lebesgue spaces, it suffices to cover Chapters
1, 2, and 3. If one does not want to provide full proofs for everything, I
recommend to cover Section 1.2 (Section 1.1 contains just motivation), give
an outline of Section 1.3 (by covering Dynkin’s π-λ theorem, the uniqueness
theorem for measures, and then quoting the existence theorem for Lebesgue
measure), and cover Section 1.5. The core material from Chapter 2 are the
first two sections and from Chapter 3 the first three sections.

Problems relevant for the main text are marked with a "*".
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Chapter 1

Measures

1.1. Prelude: The problem of measuring sets

The Riemann1 integral starts straight with the definition of the integral
by considering functions which can be sandwiched between step functions.
This is based on the idea that for a function defined on an interval (or a
rectangle in higher dimensions) the domain can be easily subdivided into
smaller intervals (or rectangles). Moreover, for nice functions the variation
of the values (difference between maximum and minimum) should decrease
with the length of the intervals. Of course, this fails for rough functions
whose variations cannot be decreased by subdividing the domain into sets
of decreasing size. The Lebesgue2 integral remedies this by subdividing the
range of the function. This shifts the problem from controlling the variations
of the function to defining the content of the preimage of the subdivisions for
the range. Note that this problem does not occur in the Riemann approach
since only the length of an interval (or the area of an rectangle) is needed.
Consequently, the outset of Lebesgue theory is the problem of defining the
content for a sufficiently large class of sets.

The Riemann-style approach to this problem in Rn is to start with a big
rectangle containing the set under consideration and then take subdivisions
thereby approximating the measure of the set from the inside and outside
by the measure of the rectangles which lie inside and those which cover the
set, respectively. If the difference tends to zero, the set is called measurable
and the common limit is its measure.

1Bernhard Riemann (1826–1866), German mathematician
2Henri Lebesgue (1875–1941), French mathematician

1

http://en.wikipedia.org/wiki/Bernhard Riemann
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2 1. Measures

To this end let Sn be the set of all half-closed rectangles of the form
(a, b] := (a1, b1] × · · · × (an, bn] ⊆ Rn with a < b augmented by the empty
set. Here a < b should be read as aj < bj for all 1 ≤ j ≤ n (and similarly for
a ≤ b). Moreover, we allow the intervals to be unbounded, that is a, b ∈ Rn

(with R = R ∪ {−∞,+∞}).
Of course one could as well take open or closed rectangles but our half-

closed rectangles have the advantage that they tile nicely. In particular,
one can subdivide a half-closed rectangle into smaller ones without gaps or
overlap.

The somewhat dissatisfactory situation with the Riemann integral al-
luded to before led Cantor3, Peano4, and particularly Jordan5 to the follow-
ing attempt of measuring arbitrary sets: Define the measure of a rectangle
via

|(a, b]| :=
n∏
j=1

(bj − aj). (1.1)

Note that the measure will be infinite if the rectangle is unbounded. Fur-
thermore, define the inner, outer Jordan content of a set A ⊆ Rn as

J∗(A) := sup
{ m∑
j=1

|Rj |
∣∣∣ m⋃·
j=1

Rj ⊆ A, Rj ∈ Sn
}
, (1.2)

J∗(A) := inf
{ m∑
j=1

|Rj |
∣∣∣A ⊆

m⋃
·

j=1

Rj , Rj ∈ Sn
}
, (1.3)

respectively. Here the dot inside the union indicates that we only allow
unions of mutually disjoint sets (for the outer measure this is not relevant
since overlap between rectangles will only lead to a larger sum). If J∗(A) =
J∗(A) the set A is called Jordan measurable.

Unfortunately this approach turned out to have several shortcomings
(essentially identical to those of the Riemann integral). Its limitation stems
from the fact that one only allows finite covers. Switching to countable covers
will produce the much more flexible Lebesgue measure.
Example 1.1. To understand this limitation let us look at the classical
example of a non Riemann integrable function, the characteristic function of
the rational numbers inside [0, 1]. If we want to cover Q ∩ [0, 1] by a finite
number of intervals, we always end up covering all of [0, 1] since the rational
numbers are dense. Conversely, if we want to find the inner content, no
single (nontrivial) interval will fit into our set since it has empty interior. In
summary, J∗(Q ∩ [0, 1]) = 0 ̸= 1 = J∗(Q ∩ [0, 1]).

3Georg Cantor (1845–1918), German mathematician and founder of set theory
4Giuseppe Peano (1858–1932), Italian mathematician
5Camille Jordan (1838–1922), French mathematician

http://en.wikipedia.org/wiki/Georg Cantor
http://en.wikipedia.org/wiki/Giuseppe Peano
http://en.wikipedia.org/wiki/Camille Jordan


1.1. Prelude: The problem of measuring sets 3

On the other hand, if we are allowed to take a countable number of
intervals, we can enumerate the points in Q ∩ [0, 1] and cover the j’th point
by an interval of length ε2−j such that the total length of this cover is less
than ε, which can be arbitrarily small. ⋄

The previous example also hints at what is going on in general. When
computing the outer content you will always end up covering the closure
of A and when computing the inner content you will never get more than
the interior of A. Hence a set should be Jordan measurable if the difference
between the closure and the interior, which is by definition the boundary
∂A = A \ A◦, is small. However, we do not want to pursue this further at
this point and hence we defer the interested reader to Appendix 1.7.

Rather we will make the anticipated change and define the Lebesgue
outer measure via

λn,∗(A) := inf
{ ∞∑
j=1

|Rj |
∣∣∣A ⊆

∞⋃
j=1

Rj , Rj ∈ Sn
}
. (1.4)

In particular, we will call N a Lebesgue null set if λn,∗(N) = 0.
Example 1.2. As shown in the previous example, the set of rational num-
bers inside [0, 1] is a null set. In fact, the same argument shows that every
countable set is a null set.

Consequently we expect the irrational numbers inside [0, 1] to be a set
of measure one. But if we try to approximate this set from the inside by
half-closed intervals we are bound to fail as no single (nonempty) interval
will fit into this set. This explains why we did not define a corresponding
inner measure. ⋄

Next, observe that if f(x) =Mx+ a is an affine transformation, then

λn,∗(MA+ a) = det(M)λn,∗(A). (1.5)

In fact, that translations do not change the outer measure is immediate since
Sn is invariant under translations and the same is true for |R|. Moreover,
every matrix can be written as M = O1DO2, where Oj are orthogonal and
D is diagonal (Problem 2.22). So it reduces the problem to showing this for
diagonal matrices and for orthogonal matrices. The case of diagonal matrices
follows as before but the case of orthogonal matrices is more involved (it can
be shown by verifying that rectangles can be replaced by open balls in the
definition of the outer measure). Again we postpone this to Appendix 1.8.

For now we will use this fact only to explain why our outer measure is
still not good enough. The reason is that it lacks one key property, namely
additivity! Of course this will be crucial for the corresponding integral to be
linear and hence is indispensable. Now here comes the bad news: A classical
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paradox by Banach6 and Tarski7 shows that one can break the unit ball in R3

into a finite number of (wild – choosing the pieces uses the Axiom of Choice
and cannot be done with a jigsaw;-) pieces, and reassemble them using only
rotations and translations to get two copies of the unit ball. Hence our outer
measure (as well as any other reasonable notion of size which is translation
and rotation invariant) cannot be additive when defined for all sets! If you
think that the situation in one dimension is better, I have to disappoint you
as well: Problem 1.1.

So our only hope left is that additivity at least holds on a suitable class
of sets. In fact, even finite additivity is not sufficient for us since limiting
operations will require that we are able to handle countable operations. It
was Lebesgue who eventually was successful with the following idea: As
pointed out before, there is no corresponding inner Lebesgue measure since
approximation by intervals from the inside does not work well. However,
instead you can try to approximate the complement from the outside thereby
setting

λ1∗(A) := (b− a)− λ1,∗([a, b] \A) (1.6)
for every bounded set A ⊆ [a, b]. Now you can call a bounded set A measur-
able if λ1∗(A) = λ1,∗(A). We will however use a somewhat different approach
due to Carathéodory. In this respect note that if we set E = [a, b] then
λ1∗(A) = λ1,∗(A) can be written as

λ1,∗(E) = λ1,∗(A ∩ E) + λ1,∗(A′ ∩ E) (1.7)

which should be compared with the Carathéodory8 condition (1.12). Here
A′ := [a, b] \A denotes the complement of A.

Problem* 1.1 (Vitali9 set). Call two numbers x, y ∈ [0, 1) equivalent if
x − y is rational. Construct the set V by choosing one representative from
each equivalence class. Show that V cannot be measurable with respect to any
nontrivial finite translation invariant measure on [0, 1). (Hint: How can you
build up [0, 1) from translations of V ?)

Problem 1.2. For ⊆ Rn show that J∗(A) ≤ λn,∗(A) ≤ J∗(A) and hence
J(A) = λn,∗(A) for every Jordan measurable set.

Problem 1.3. Let X := N and define the set function

µ(A) := lim
N→∞

1

N

N∑
n=1

χA(n) ∈ [0, 1]

6Stefan Banach (1892–1945), Polish mathematician
7Alfred Tarski (1901–1983), Polish-American mathematician
8Constantin Carathéodory (1802–1879), Greek mathematician
9Giuseppe Vitali (1875–1932)), Italian mathematician

http://en.wikipedia.org/wiki/Stefan Banach
http://en.wikipedia.org/wiki/Alfred Tarski
https://en.wikipedia.org/wiki/Constantin_Carath%C3%A9odory
http://en.wikipedia.org/wiki/Giuseppe Vitali


1.2. Sigma algebras and measures 5

on the collection S of all sets for which the above limit exists. Show that this
collection is closed under disjoint unions and complements but not under
intersections. Show that there is an extension to the σ-algebra generated
by S (i.e. to P(N)) which is additive but no extension which is σ-additive.
(Hints: To show that S is not closed under intersections take a set of even
numbers A1 ̸∈ S and let A2 be the missing even numbers. Then let A =
A1 ∪ A2 = 2N and B = A1 ∪ Ã2, where Ã2 = A2 + 1. To obtain an
extension to P(N) consider χA, A ∈ S, as vectors in ℓ∞(N) and µ as a linear
functional such that you can apply the Hahn–Banach theorem — compare also
the construction of the Banach limit, Problem 4.23 from [25].)

1.2. Sigma algebras and measures

In the previous section we have seen that even in the case of Lebesgue mea-
sure, one cannot define the measure for all sets. Hence we start by look-
ing at collections of subsets of a given set X suitable for measure theory.
Of course any reasonable definition of a measure µ will require additivity
µ(A1 ∪· A2) = µ(A1)+µ(A2) for disjoint subsets A1, A2 ⊆ X. Consequently,
a suitable collection of subsets should be closed under the usual set opera-
tions like taking unions, intersections, or complements. Such a collection is
known as an algebra A provided ∅ ∈ A.

Note that X = ∅′ ∈ A and that A is also closed under relative comple-
ments since A \ B = A ∩ B′, where A′ = X \ A denotes the complement.
Moreover, by De Morgan’s rule10 A∪B = (A′ ∩B′)′ it suffices to check that
A is closed under finite intersections and complements.
Example 1.3. LetX := {1, 2, 3}, then A := {∅, {1}, {2, 3}, X} is an algebra.

⋄

However, we have also seen in the previous section, that we need addi-
tivity for countably many sets. This leads us to the following definition:

If an algebra is closed under countable intersections, it is called a σ-
algebra. Hence a σ-algebra is a family of subsets Σ of a given set X such
that

• ∅ ∈ Σ,
• Σ is closed under countable intersections, and
• Σ is closed under complements.

By De Morgan’s rule Σ is also closed under countable unions.
Example 1.4. The power set P(X) is clearly the largest σ-algebra and
{∅, X} is the smallest. ⋄

10Augustus De Morgan (1806–1871), British mathematician and logician

http://en.wikipedia.org/wiki/Augustus De Morgan


6 1. Measures

Moreover, the intersection of any family of (σ-)algebras {Σα} is again
a (σ-)algebra (check this) and for any collection S of subsets there is a
unique smallest (σ-)algebra Σ(S) containing S (namely the intersection of
all (σ-)algebras containing S). It is called the (σ-)algebra generated by S.
Example 1.5. For a given set X and a subset A ⊆ X we have Σ({A}) =
{∅, A,A′, X}. Moreover, every finite algebra is also a σ-algebra and if S is
finite, so will be Σ(S) (Problem 1.5). ⋄

If X is a topological space, the Borel σ-algebra B(X) of X is defined
to be the σ-algebra generated by all open (equivalently, all closed) sets. In
fact, if X is second countable, any countable base will suffice to generate the
Borel σ-algebra (since every open set can we written as a union of elements
from the base; Lemma B.2 from [25]). Sets in the Borel σ-algebra are called
Borel sets.
Example 1.6. In the case X = Rn the Borel σ-algebra will be denoted by
Bn and we will abbreviate B := B1. Note that in order to generate Bn,
open balls with rational center and rational radius suffice. In fact, any base
for the topology will suffice. Moreover, since open balls can be written as a
countable union of smaller closed balls with increasing radii, we could also
use compact balls instead. ⋄
Example 1.7. If X is a topological space, then any Borel set Y ⊆ X is
also a topological space equipped with the relative topology and its Borel
σ-algebra is given by B(Y ) = B(X) ∩ Y := {A|A ∈ B(X), A ⊆ Y } (show
this). ⋄

In the sequel we will frequently meet unions of disjoint sets and hence we
will introduce the following short hand notation for the union of mutually
disjoint sets:⋃

·
j∈J

Aj :=
⋃
j∈J

Aj with Aj ∩Ak = ∅ for all j ̸= k. (1.8)

Now let us turn to the definition of a measure: A set X together with
a σ-algebra Σ is called a measurable space. A measure µ is a map
µ : Σ → [0,∞] on a σ-algebra Σ such that

• µ(∅) = 0,

• µ(
∞⋃
·

n=1
An) =

∞∑
n=1

µ(An), An ∈ Σ (σ-additivity).

Here the sum is set equal to ∞ if one of the summands is ∞ or if it diverges.
The measure µ is called finite if µ(X) <∞ and a probability measure

if µ(X) = 1. It is called σ-finite if there is a countable cover {Xn}∞n=1 of X

10Émil Borel (1871–1956), French mathematician and politician

https://en.wikipedia.org/wiki/%C3%89mile_Borel
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such that Xn ∈ Σ and µ(Xn) < ∞ for all n. (Note that it is no restriction
to assume Xn ⊆ Xn+1.) The sets in Σ are called measurable sets and the
triple (X,Σ, µ) is referred to as a measure space. We will often drop Σ
from the notation.
Example 1.8. Take a set X with Σ = P(X) and set µ(A) := #A to be
the number of elements of A (respectively, ∞ if A is infinite). This is the
so-called counting measure. It will be finite if and only if X is finite and
σ-finite if and only if X is countable. ⋄
Example 1.9. Take a set X and Σ := P(X). Fix a point x ∈ X and set
µ(A) = 1 if x ∈ A and µ(A) = 0 else. This is the Dirac measure11 centered
at x. It is also frequently written as δx. ⋄
Example 1.10. Let µ1, µ2 be two measures on (X,Σ) and α1, α2 ≥ 0. Then
µ = α1µ1 + α2µ2 defined via

µ(A) := α1µ1(A) + α2µ2(A)

is again a measure. Furthermore, given a countable number of measures µn
and numbers αn ≥ 0, then µ :=

∑
n αnµn is again a measure (show this). ⋄

Example 1.11. Let (X1,Σ1, µ1) and (X2,Σ2, µ2) be two measure spaces.
Then the direct sum is defined by taking X := X1 ∪· X2 to be the disjoint
union, Σ such that A ∈ Σ if and only if A ∩ Xj ∈ Σj for j = 1, 2 and
µ(A) := µ1(A∩X1)+µ2(A∩X2). We will write (X1⊕X2,Σ1⊕Σ2, µ1⊕µ2).
The construction extends to countably many measure spaces (show this). ⋄
Example 1.12. Let µ be a measure on (X,Σ) and Y ∈ Σ a measurable
subset. Then

ν(A) := µ(A ∩ Y )

is again a measure on (X,Σ) (show this). ⋄
Example 1.13. Let X be some set with a σ-algebra Σ. Then every subset
Y ⊆ X has a natural σ-algebra Σ ∩ Y := {A ∩ Y |A ∈ Σ} (show that
this is indeed a σ-algebra) known as the relative σ-algebra (also trace
σ-algebra).

Note that if S generates Σ, then S ∩ Y generates Σ ∩ Y : Σ(S) ∩ Y =
Σ(S ∩ Y ). Indeed, since Σ ∩ Y is a σ-algebra containing S ∩ Y , we have
Σ(S∩Y ) ⊆ Σ(S)∩Y = Σ∩Y . Conversely, consider {A ∈ Σ|A∩Y ∈ Σ(S∩Y )}
which is a σ-algebra (check this). Since this last σ-algebra contains S it must
be equal to Σ = Σ(S) and thus Σ ∩ Y ⊆ Σ(S ∩ Y ). ⋄
Example 1.14. If Y ∈ Σ we can restrict the σ-algebra Σ|Y = {A ∈ Σ|A ⊆
Y } such that (Y,Σ|Y , µ|Y ) is again a measurable space. It will be σ-finite if
(X,Σ, µ) is. ⋄

11Paul Dirac (1902–1984), English theoretical physicist

http://en.wikipedia.org/wiki/Paul Dirac
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Finally, we will show that σ-additivity implies some crucial continuity
properties for measures which eventually will lead to powerful limiting the-
orems for the corresponding integrals. We will write An ↗ A if An ⊆ An+1

with A =
⋃
nAn and An ↘ A if An+1 ⊆ An with A =

⋂
nAn.

Theorem 1.1. Any measure µ satisfies the following properties:

(i) A ⊆ B implies µ(A) ≤ µ(B) (monotonicity).
(ii) µ(An) → µ(A) if An ↗ A (continuity from below).
(iii) µ(An) → µ(A) if An ↘ A and µ(A1) <∞ (continuity from above).

Proof. The first claim is obvious from µ(B) = µ(A) + µ(B \A). To see the
second define Ã1 = A1, Ãn = An \An−1 and note that these sets are disjoint
and satisfy An =

⋃n
j=1 Ãj . Hence µ(An) =

∑n
j=1 µ(Ãj) →

∑∞
j=1 µ(Ãj) =

µ(
⋃∞
j=1 Ãj) = µ(A) by σ-additivity. The third follows from the second using

Ãn = A1 \ An ↗ A1 \ A implying µ(Ãn) = µ(A1) − µ(An) → µ(A1 \ A) =
µ(A1)− µ(A). □

Example 1.15. Consider the counting measure on N and let An = {j ∈
N|j ≥ n}. Then µ(An) = ∞, but µ(

⋂
nAn) = µ(∅) = 0 which shows that the

requirement µ(A1) <∞ in item (iii) of Theorem 1.1 is not superfluous. ⋄

Problem 1.4. Find all algebras over X := {1, 2, 3}.

Problem 1.5. Let {Aj}nj=1 be a finite family of subsets of a given set X.
Show that Σ({Aj}nj=1) has at most 4n elements. (Hint: Let X have 2n

elements and look at the case n = 2 to get an idea. Consider sets of the form
B1 ∩ · · · ∩Bn with Bj ∈ {Aj , A′

j}.)

Problem 1.6. Show that A := {A ⊆ X|A or X \A is finite} is an algebra
(with X some fixed set). Show that Σ := {A ⊆ X|A or X \A is countable}
is a σ-algebra. (Hint: To verify closedness under unions consider the cases
where all sets are finite and where one set has finite complement.)

Problem 1.7. Show that the union of two σ-algebras is a σ-algebra if and
only if one is contained in the other.

Problem 1.8. Take some set X and Σ := {A ⊆ X|A or X \A is countable}.
Show that

ν(A) :=

{
0, if A is countable,
1, else.

is a measure

Problem 1.9. Show that if X is finite, then every algebra is a σ-algebra.
Show that this is not true in general if X is countable.
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1.3. Extending a premeasure to a measure

Now we are ready to show how to construct a measure starting from a small
collection of sets which generate the σ-algebra and for which it is clear what
the measure should be. The crucial requirement for such a collection of
sets is the requirement that it is closed under intersections as the following
example shows.
Example 1.16. Let us consider X := {1, 2, 3} with two measures µ({1}) :=
µ({2}) := µ({3}) := 1

3 and ν({1}) := ν({3}) := 1
6 , ν({2}) := 1

2 . Then µ
and ν agree on S := {{1, 2}, {2, 3}} but not on Σ(S) = P(X). Note that S
is not closed under intersections. If we take S := {∅, {1}, {2, 3}}, which is
closed under intersections, and ν({1}) := 1

3 , ν({2}) :=
1
2 , ν({3}) :=

1
6 , then

µ and ν agree on Σ(S) = {∅, {1}, {2, 3}, X} but not on P(X). ⋄

Hence we begin with the question when a family of sets determines a
measure uniquely. To this end we need a better criterion to check when a
given system of sets is in fact a σ-algebra. In many situations it is easy
to show that a given set is closed under complements and under countable
unions of disjoint sets. Hence we call a collection of sets D with these prop-
erties a Dynkin system12 (also λ-system) if it also contains X.

Note that a Dynkin system is closed under proper relative complements
since A,B ∈ D implies B \ A = (B′ ∪ A)′ ∈ D provided A ⊆ B. Moreover,
if it is also closed under finite intersections (or arbitrary finite unions) then
it is an algebra and hence also a σ-algebra. To see the last claim note that
if A =

⋃
j Aj then also A =

⋃
· j Bj where the sets Bj = Aj \

⋃
k<j Ak are

disjoint.
Example 1.17. Let X := {1, 2, 3, 4}. Then D := {A ⊆ X|#A is even} is a
Dynkin system but no algebra. ⋄

As with σ-algebras, the intersection of Dynkin systems is a Dynkin sys-
tem and every collection of sets S generates a smallest Dynkin system D(S).
The important observation is that if S is closed under finite intersections (in
which case it is sometimes called a π-system), then so is D(S) and hence
will be a σ-algebra.

Lemma 1.2 (Dynkin’s π-λ theorem). Let S be a collection of subsets of X
which is closed under finite intersections (or unions). Then D(S) = Σ(S).

Proof. It suffices to show that D := D(S) is closed under finite intersections.
To this end consider the set D(A) := {B ∈ D|A∩B ∈ D} for A ∈ D. I claim
that D(A) is a Dynkin system.

12Eugene Dynkin (1924–2014), Soviet–American mathematician

http://en.wikipedia.org/wiki/Eugene Dynkin
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First of all X ∈ D(A) since A ∩ X = A ∈ D. Next, if B ∈ D(A)
then A ∩ B′ = A \ (B ∩ A) ∈ D (since D is closed under proper relative
complements) implying B′ ∈ D(A). Finally if B =

⋃
· j Bj with Bj ∈ D(A)

disjoint, then A ∩B =
⋃
· j(A ∩Bj) ∈ D with A ∩Bj ∈ D disjoint, implying

B ∈ D(A).
Now if A ∈ S we have S ⊆ D(A) implying D(A) = D. Consequently

A ∩B ∈ D if at least one of the sets is in S. But this shows S ⊆ D(A) and
hence D(A) = D for every A ∈ D. So D is closed under finite intersections
and thus a σ-algebra. The case of unions is analogous. □

The typical use of this lemma is as follows: First verify some property for
sets in a collection S which is closed under finite intersections and generates
the σ-algebra. In order to show that it holds for every set in Σ(S), it suffices
to show that the collection of sets for which it holds is a Dynkin system.
This is illustrated in our first result.

Theorem 1.3 (Uniqueness of measures). Let S ⊆ Σ be a collection of sets
which generates Σ and which is closed under finite intersections and contains
a sequence of increasing sets Xn ↗ X of finite measure µ(Xn) < ∞. Then
µ is uniquely determined by the values on S.

Proof. Let µ̃ be a second measure and note µ(X) = limn→∞ µ(Xn) =
limn→∞ µ̃(Xn) = µ̃(X). We first suppose µ(X) <∞.

Then
D := {A ∈ Σ|µ(A) = µ̃(A)}

is a Dynkin system. In fact, by µ(A′) = µ(X)−µ(A) = µ̃(X)−µ̃(A) = µ̃(A′)
for A ∈ D we see that D is closed under complements. Furthermore, by σ-
additivity it is also closed under countable disjoint unions. Since D contains
S by assumption, we conclude D = Σ(S) = Σ from Lemma 1.2. This finishes
the finite case.

To extend our result to the general case observe that the finite case
implies µ(A ∩Xj) = µ̃(A ∩Xj) (just restrict µ, µ̃ to Xj). Hence

µ(A) = lim
j→∞

µ(A ∩Xj) = lim
j→∞

µ̃(A ∩Xj) = µ̃(A)

and we are done. □

Example 1.18. The counting measure as well as the measure which assigns
every nonempty set the value ∞ both agree on the half-closed intervals S1.
Hence the finiteness assumption in the previous theorem is crucial. ⋄

Inspired by the collection of half-closed rectangles Sn we call a collection
of subsets S of a given set X a semialgebra if ∅ ∈ S, S is closed under
finite intersections, and the complement of a set in S can be written as a
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finite union of disjoint sets from S. Of course a semialgebra which is closed
under complements is an algebra.

In fact, considering finite disjoint unions from a semialgebra we always
have a corresponding algebra.

Lemma 1.4. Let S be a semialgebra, then the set of all finite disjoint unions
S̄ := {

⋃
· nj=1Aj |Aj ∈ S} is an algebra.

Proof. Suppose A =
⋃
· nj=1Aj ∈ S̄ and B =

⋃
· mk=1Bk ∈ S̄. Then A ∩ B =⋃

· j,k(Aj ∩Bk) ∈ S̄. Concerning complements we have A′ =
⋂
j A

′
j ∈ S̄ since

A′
j ∈ S̄ by definition of a semialgebra and since S̄ is closed under finite

intersections by the first part. □

Example 1.19. The collection of all intervals (augmented by the empty set)
clearly is a semialgebra. Moreover, the collection S1 of half-closed intervals
of the form (a, b] ⊆ R, −∞ ≤ a < b ≤ ∞ augmented by the empty set
is a semialgebra. Since the product of semialgebras is again a semialgebra
(Problem 1.10), the same is true for the collection of rectangles Sn. ⋄

A set function µ : A → [0,∞] on an algebra is called a premeasure if
it satisfies

• µ(∅) = 0,

• µ(
∞⋃
·

j=1
Aj) =

∞∑
j=1

µ(Aj), if Aj ∈ A and
∞⋃
·

j=1
Aj ∈ A (σ-additivity).

Note that, in contradistinction to a σ-algebra, the fact
⋃
· ∞j=1Aj ∈ A does

not come for free from Aj ∈ A but is part of the requirement.
In terms of a premeasure Theorem 1.3 reads as follows:

Corollary 1.5. Let µ be a σ-finite premeasure on an algebra A. Then there
is at most one extension as a measure to Σ(A).

The following lemma gives conditions when the natural extension of a set
function on a semialgebra S to its associated algebra S̄ will be a premeasure.

Lemma 1.6. Let S be a semialgebra and let µ : S → [0,∞] be additive,
that is, A =

⋃
· nj=1Aj with A,Aj ∈ S implies µ(A) =

∑n
j=1 µ(Aj). Then the

natural extension µ : S̄ → [0,∞] given by

µ(A) :=

n∑
j=1

µ(Aj), A =

n⋃
·

j=1

Aj , (1.9)

is (well defined and) additive on S̄. Moreover, it will be a premeasure if

µ(

∞⋃
·

j=1

Aj) ≤
∞∑
j=1

µ(Aj) (1.10)
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whenever
⋃
· j Aj ∈ S and Aj ∈ S.

Proof. We begin by showing that µ is well defined. To this end let A =⋃
· nj=1Aj =

⋃
· mk=1Bk and set Cjk := Aj ∩Bk. Then∑

j

µ(Aj) =
∑
j

µ(
⋃
·
k

Cjk) =
∑
j,k

µ(Cjk) =
∑
k

µ(
⋃
·
j

Cjk) =
∑
k

µ(Bk)

by additivity on S. Moreover, if A =
⋃
· nj=1Aj and B =

⋃
· mk=1Bk are two

disjoint sets from S̄, then

µ(A∪·B) = µ(

 n⋃
·

j=1

Aj

∪·
(

m⋃
·

k=1

Bk

)
) =

∑
j

µ(Aj)+
∑
k

µ(Bk) = µ(A)+µ(B)

which establishes additivity. Finally, let A =
⋃
· ∞j=1Aj ∈ S with Aj ∈ S and

observe Bn =
⋃
· nj=1Aj ∈ S̄. Hence
n∑
j=1

µ(Aj) = µ(Bn) ≤ µ(Bn) + µ(A \Bn) = µ(A)

and combining this with our assumption (1.10) shows σ-additivity when all
sets are from S. By finite additivity this extends to the case of sets from
S̄. □

Using this lemma our set function |R| for rectangles is easily seen to be
a premeasure.

Lemma 1.7. The set function (1.1) for rectangles extends to a premeasure
on S̄n.

Proof. Finite additivity is left as an exercise (see the proof of Lemma 1.12
below) and it remains to verify (1.10). We can cover each Aj := (aj , bj ] by
some slightly larger rectangle Bj := (aj , bj + δj ] such that |Bj | ≤ |Aj |+ ε

2j
.

Then for any r > 0 we can find an m such that the open intervals {(aj , bj +
δj)}mj=1 cover the compact set A ∩Qr, where Qr is a half-open cube of side
length r. Hence

|A ∩Qr| ≤
∣∣ m⋃
j=1

Bj
∣∣ = m∑

j=1

|Bj | ≤
∞∑
j=1

|Aj |+ ε.

Letting r → ∞ and since ε > 0 is arbitrary, we are done. □

The next step is to extend a premeasure to an outer measure: A function
µ∗ : P(X) → [0,∞] is an outer measure if it has the properties

• µ∗(∅) = 0,
• A ⊆ B ⇒ µ∗(A) ≤ µ∗(B) (monotonicity), and
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• µ∗(
⋃∞
n=1An) ≤

∑∞
n=1 µ

∗(An) (subadditivity).

Here P(X) is the power set (i.e., the collection of all subsets) of X. Note
that null sets N (i.e., µ∗(N) = 0) do not change the outer measure: µ∗(A) ≤
µ∗(A ∪N) ≤ µ∗(A) + µ∗(N) = µ∗(A).

It turns out that it is quite easy to get an outer measure from an arbitrary
set function.

Lemma 1.8. Let E be some family of subsets of X containing ∅. Suppose
we have a set function ρ : E → [0,∞] such that ρ(∅) = 0. Then

µ∗(A) := inf
{ ∞∑
j=1

ρ(Aj)
∣∣∣A ⊆

∞⋃
j=1

Aj , Aj ∈ E
}

is an outer measure. Here the infimum extends over all countable covers from
E with the convention that the infimum is infinite if no such cover exists.

Proof. µ∗(∅) = 0 is trivial since we can choose Aj = ∅ as a cover.
To see see monotonicity let A ⊆ B and note that if {Aj} is a cover for

B then it is also a cover for A (if there is no cover for B, there is nothing to
do). Hence

µ∗(A) ≤
∞∑
j=1

ρ(Aj)

and taking the infimum over all covers for B shows µ∗(A) ≤ µ∗(B).
To see subadditivity note that we can assume that all sets Aj have a cover

(otherwise there is nothing to do) {Bjk}∞k=1 for Aj such that
∑∞

k=1 ρ(Bjk) ≤
µ∗(Aj) +

ε
2j

. Since {Bjk}∞j,k=1 is a cover for
⋃
j Aj we obtain

µ∗(A) ≤
∞∑

j,k=1

ρ(Bjk) ≤
∞∑
j=1

µ∗(Aj) + ε

and since ε > 0 is arbitrary subadditivity follows. □

Note that while we clearly have µ∗(A) ≤ ρ(A) for A ∈ E , equality will
not hold in general.
Example 1.20. Consider the algebra A := {A ⊆ N|A or N \A is finite} (cf.
Problem 1.6) and define µ(A) := 0 if A is finite and µ(A) := 1 if N\A is finite.
Then it is easy to see that µ is additive (observe for two disjoint sets from
A at least one must be finite). Moreover, since every set can be covered by
singletons, we get µ∗(A) = 0 for all A ⊆ N. Clearly 0 = µ∗(N) < µ(N) = 1.
The problem is that µ is not σ-additive. ⋄
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Consequently, for any premeasure µ we define its corresponding outer
measure µ∗ : P(X) → [0,∞] (Lemma 1.8) as

µ∗(A) := inf
{ ∞∑
n=1

µ(An)
∣∣∣A ⊆

∞⋃
n=1

An, An ∈ A
}
, (1.11)

where the infimum extends over all countable covers from A. Replacing An
by Ãn = An \

⋃n−1
m=1Am we see that we could even require the covers to be

disjoint. In case A ∈ A we could even replace An by An ∩ A ∈ A such that⋃
· nAn = A and hence µ∗(A) = µ(A) for A ∈ A.

Theorem 1.9 (Extensions via outer measures). Let µ∗ be an outer measure.
Then the set Σ of all sets A satisfying the Carathéodory condition

µ∗(E) = µ∗(A ∩ E) + µ∗(A′ ∩ E), ∀E ⊆ X, (1.12)

(where A′ := X \ A is the complement of A) forms a σ-algebra and µ∗

restricted to this σ-algebra is a measure.

Proof. We first show that Σ is an algebra. It clearly contains X and is
closed under complements. Concerning unions let A,B ∈ Σ. Applying
Carathéodory’s condition twice shows

µ∗(E) =µ∗(A ∩B ∩ E) + µ∗(A′∩B ∩ E) + µ∗(A ∩B′∩ E)

+ µ∗(A′∩B′∩ E)

≥µ∗((A ∪B) ∩ E) + µ∗((A ∪B)′∩ E),

where we have used De Morgan and

µ∗(A ∩B ∩ E) + µ∗(A′∩B ∩ E) + µ∗(A ∩B′∩ E) ≥ µ∗((A ∪B) ∩ E)

which follows from subadditivity and (A ∪ B) ∩ E = (A ∩ B ∩ E) ∪ (A′∩
B ∩E) ∪ (A ∩B′∩E). Since the reverse inequality is just subadditivity, we
conclude that Σ is an algebra.

Next, let An be a sequence of sets from Σ. Without restriction we can
assume that they are disjoint (compare the argument for item (ii) in the
proof of Theorem 1.1). Abbreviate Ãn =

⋃
· k≤nAk, A =

⋃
· nAn. Then for

every set E we have

µ∗(Ãn ∩ E) = µ∗(An ∩ Ãn ∩ E) + µ∗(A′
n∩ Ãn ∩ E)

= µ∗(An ∩ E) + µ∗(Ãn−1 ∩ E) = . . . =

n∑
k=1

µ∗(Ak ∩ E).

Using Ãn ∈ Σ and monotonicity of µ∗, we infer

µ∗(E) = µ∗(Ãn ∩ E) + µ∗(Ã′
n∩ E) ≥

n∑
k=1

µ∗(Ak ∩ E) + µ∗(A′∩ E).
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Letting n→ ∞ and using subadditivity finally gives

µ∗(E) ≥
∞∑
k=1

µ∗(Ak ∩ E) + µ∗(A′∩ E) ≥ µ∗(A ∩ E) + µ∗(A′∩ E) ≥ µ∗(E)

and we infer that Σ is a σ-algebra.
Finally, setting E = A in the last equation, we have

µ∗(A) =
∞∑
k=1

µ∗(Ak ∩A) + µ∗(A′∩A) =
∞∑
k=1

µ∗(Ak)

and we are done. □

Remark: The constructed measure µ is complete; that is, for every
measurable set A of measure zero, every subset of A is again measurable.
In fact, every null set A, that is, every set with µ∗(A) = 0, is measurable
(Problem 1.11).

The only remaining question is whether there are any nontrivial sets
satisfying the Carathéodory condition.
Example 1.21. Let X := {0, 1} with the trivial σ-algebra A := {∅, X}.
Then µ(∅) := 0 and µ(X) := 1 defines a measure. Moreover, one easily
checks that the corresponding outer measure satisfies µ∗({0}) = µ∗({1}) =
µ∗(X) = 1. Hence µ∗ is not additive on P(X). Moreover, both {0} and {1}
fail the Carathéodory condition. ⋄

The following result explains why we have bothered with premeasures
rather than starting from an outer measure.

Lemma 1.10. Let µ : A → [0,∞] be an additive set function with µ(∅) = 0
on an algebra A and let µ∗ be the associated outer measure. Then every set
in A satisfies the Carathéodory condition.

Proof. Let An ∈ A be a countable cover for E. Then for every A ∈ A we
have

∞∑
n=1

µ(An) =

∞∑
n=1

µ(An ∩A) +
∞∑
n=1

µ(An ∩A′) ≥ µ∗(E ∩A) + µ∗(E ∩A′)

since An ∩A ∈ A is a cover for E ∩A and An ∩A′ ∈ A is a cover for E ∩A′.
Taking the infimum, we have µ∗(E) ≥ µ∗(E∩A)+µ∗(E∩A′), which finishes
the proof. □

To summarize: Starting from a set function we can obtain an outer
measure via Lemma 1.8 and a measure via Theorem 1.9. However, we need
an additive set function on an algebra to guarantee that this measure is
defined (at least) on the algebra (Lemma 1.10) and we need a σ-additive
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set function on an algebra (i.e. a premeasrue) to ensure that the measure
extends the premeasure (i.e. both agree on the algebra).

Thus the Lebesgue premeasure on S̄n gives rise to Lebesgue measure
λn. The corresponding σ-algebra will be larger than the Borel σ-algebra Bn,
but we will only use the restriction to the Borel σ-algebra in this book. In
fact, with the very same procedure we can obtain a large class of measures
in Rn as will be demonstrated in the next section.

To end this section, I want to emphasize that in our approach we started
from a premeasure, which gave rise to an outer measure, which eventually
lead to a measure via Carathéodory’s theorem. However, while some effort
was required to get the premeasure in our case, an outer measure often can
be obtained much easier (recall Lemma 1.8). While this immediately leads
again to a measure, one is faced with the problem if any nontrivial sets satisfy
the Carathéodory condition.

To address this problem let (X, d) be a metric space and call an outer
measure µ∗ on X a metric outer measure if

µ∗(A1 ∪A2) = µ∗(A1) + µ∗(A2)

whenever
dist(A1, A2) := inf

(x1,x2)∈A1×A2

d(x1, x2) > 0.

Lemma 1.11. Let X be a metric space. An outer measure is metric if and
only if all Borel sets satisfy the Carathéodory condition (1.12).

Proof. To show that all Borel sets satisfy the Carathéodory condition it
suffices to show this is true for all closed sets. First of all note that we have
Gn := {x ∈ F ′ ∩ E|d(x, F ) ≥ 1

n} ↗ F ′ ∩ E since F is closed. Moreover,
d(Gn, F ) ≥ 1

n and hence µ∗(F ∩E)+µ∗(Gn) = µ∗((E∩F )∪Gn) ≤ µ∗(E) by
the definition of a metric outer measure. Hence it suffices to show µ∗(Gn) →
µ∗(F ′ ∩E). Moreover, we can also assume µ∗(E) <∞ since otherwise there
is noting to show. Now consider G̃n = Gn+1\Gn. Then d(G̃n+2, G̃n) > 0 and
hence

∑m
j=1 µ

∗(G̃2j) = µ∗(∪mj=1G̃2j) ≤ µ∗(E) as well as
∑m

j=1 µ
∗(G̃2j−1) =

µ∗(∪mj=1G̃2j−1) ≤ µ∗(E) and consequently
∑∞

j=1 µ
∗(G̃j) ≤ 2µ∗(E) < ∞.

Now subadditivity implies µ∗(F ′ ∩ E) ≤ µ∗(Gn) +
∑

j≥n µ
∗(G̃n) and thus

µ∗(F ′ ∩ E) ≤ lim inf
n→∞

µ∗(Gn) ≤ lim sup
n→∞

µ∗(Gn) ≤ µ∗(F ′ ∩ E)

as required.
Conversely, suppose ε := dist(A1, A2) > 0 and consider ε neighborhood

of A1 given by Oε =
⋃
x∈A1

Bε(x). Then µ∗(A1∪A2) = µ∗(Oε∩ (A1∪A2))+

µ∗(O′
ε ∩ (A1 ∪A2)) = µ∗(A1) + µ∗(A2) as required. □
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Example 1.22. For example the Lebesgue outer measure (1.4) is a metric
outer measure. In fact, given two sets A1, A2 as in the definition note that
any cover of rectangles can be assumed to have only rectangles of side length
smaller than n−1/2 dist(A1, A2) by taking subdivisions (here we use that |.|
is additive on rectangles). Hence every rectangle in the cover can intersect
at most one of the two sets and we can partition the cover into two covers,
one covering A1 and the other covering A2. From this we get µ∗(A1 ∪A2) ≥
µ∗(A1) + µ∗(A2) and the other direction follows from subadditivity.

Note that at first sight it might look like this approach avoids the in-
termediate step of showing that |.| is a premeasure. However, this is not
quite true since you need this in order to show λn,∗(R) = |R| for rectangles
R ∈ Sn. ⋄

Problem* 1.10. Suppose S1, S2 are semialgebras in X1, X2. Then S :=
S1 ⊗ S2 := {A1 ×A2|Aj ∈ Sj} is a semialgebra in X := X1 ×X2.

Problem* 1.11. Show that every null set satisfies the Carathéodory condi-
tion (1.12). Hence the measure constructed in Theorem 1.9 is complete.

Problem* 1.12 (Completion of a measure). Show that every measure has
an extension which is complete as follows:

Denote by N the collection of subsets of X which are subsets of sets of
measure zero. Define Σ̄ := {A ∪N |A ∈ Σ, N ∈ N} and µ̄(A ∪N) := µ(A)
for A ∪N ∈ Σ̄.

Show that Σ̄ is a σ-algebra and that µ̄ is a well-defined complete measure.
Moreover, show N = {N ∈ Σ̄|µ̄(N) = 0} and Σ̄ = {B ⊆ X|∃A1, A2 ∈
Σ with A1 ⊆ B ⊆ A2 and µ(A2 \A1) = 0}.

Problem 1.13. Let µ be a finite measure. Show that

d(A,B) := µ(A∆B), A∆B := (A ∪B) \ (A ∩B) (1.13)

is a metric on Σ if we identify sets differing by sets of measure zero. Show
that if A is an algebra, then it is dense in Σ(A). (Hint: Show that the sets
which can be approximated by sets in A form a Dynkin system.)

Problem 1.14. Let µ∗ be an outer measure. Show that

|µ∗(B)− µ∗(A)| ≤ µ∗(A∆B)

provided at least one set has finite outer measure.

Problem 1.15. Let µ be a premeasure and µ̄ the measure obtained from
µ∗ via Theorem 1.9. Show that µ̄∗ = µ∗ and conclude that iterating the
Carathéodory procedure will not produce any new measurable sets.
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1.4. Borel measures

In this section we want to construct a large class of important measures on
Rn. We begin with a few abstract definitions.

Throughout this section let X be a Hausdorff13 space. A measure on the
Borel σ-algebra is called a Borel measure if µ(K) <∞ for every compact
set K. In this respect recall that in a Hausdorff space compact sets are closed
and hence Borel. Moreover, if X is σ-compact (i.e. it can be written as a
countable union of compact sets), then a Borel measure will be automatically
σ-finite. Note that some authors do not require this last condition.
Example 1.23. Let X := R and Σ := B. The Dirac measure is a Borel
measure. The counting measure is no Borel measure since µ([a, b]) = ∞ for
a < b. ⋄

A measure on the Borel σ-algebra is called outer regular if

µ(A) = inf
O⊇A,O open

µ(O) (1.14)

and inner regular if

µ(A) = sup
K⊆A,K compact

µ(K). (1.15)

It is called regular if it is both outer and inner regular.
Example 1.24. Let X := R and Σ := B. The counting measure is inner
regular but not outer regular (every nonempty open set has infinite measure).
The Dirac measure is a regular Borel measure. ⋄
Example 1.25. Let X := Rn and Σ := Bn. Then Lebesgue measure λn is
outer regular as can be seen from (1.4) by replacing the rectangles by slightly
larger open ones. In fact we will show that it is regular below. ⋄

A set A ∈ Σ is called a support for µ if µ(X \ A) = 0. Note that a
support is not unique (see the examples below). If X is a topological space
and Σ = B(X), one defines the support (also topological support) of µ
via

supp(µ) := {x ∈ X|µ(O) > 0 for every open neighborhood O of x}. (1.16)

Equivalently one obtains supp(µ) by removing all points which have an open
neighborhood of measure zero. In particular, this shows that supp(µ) is
closed. If X is second countable, then supp(µ) is indeed a support for µ: For
every point x ̸∈ supp(µ) let Ox be an open neighborhood of measure zero.
These sets cover X\ supp(µ) and by the Lindelöf14 theorem (Lemma B.11

13Felix Hausdorff (1868–1942), German mathematician
14Ernst Leonard Lindelöf (1870–1946), Finnish mathematician

http://en.wikipedia.org/wiki/Felix Hausdorff
https://en.wikipedia.org/wiki/Ernst_Leonard_Lindel%C3%B6f
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C0

C1

C2

C3...

Figure 1.1. Construction of the Cantor set

from [25]) there is a countable subcover, which shows that X\ supp(µ) has
measure zero.
Example 1.26. Let X := R, Σ := B. The support of the Lebesgue measure
λ is all of R. However, every single point has Lebesgue measure zero and so
has every countable union of points (by σ-additivity). Hence any set whose
complement is countable is a support. There are even uncountable sets of
Lebesgue measure zero (see the Cantor set below) and hence a support might
even lack an uncountable number of points.

The support of the Dirac measure centered at 0 is the single point 0.
Any set containing 0 is a support of the Dirac measure. ⋄

A property is said to hold µ-almost everywhere (a.e.) if it holds on a
support for µ or, equivalently, if the set where it does not hold is contained
in a set of measure zero.
Example 1.27. The set of rational numbers is countable and hence has
Lebesgue measure zero, λ(Q) = 0. So, for example, the characteristic func-
tion of the rationals Q is zero almost everywhere with respect to Lebesgue
measure.

Any function which vanishes at 0 is zero almost everywhere with respect
to the Dirac measure centered at 0. ⋄
Example 1.28. The Cantor set is an example of a closed uncountable set
of Lebesgue measure zero. It is constructed as follows: Start with C0 := [0, 1]
and remove the middle third to obtain C1 := [0, 13 ]∪[

2
3 , 1]. Next, again remove

the middle third’s of the remaining sets to obtain C2 := [0, 19 ]∪[
2
9 ,

1
3 ]∪[

2
3 ,

7
9 ]∪

[89 , 1]. Proceeding like this (cf. Figure 1.1), we obtain a sequence of nesting
sets Cn and the limit C :=

⋂
nCn is the Cantor set. Since Cn is compact, so is

C. Moreover, Cn consists of 2n intervals of length 3−n, and thus its Lebesgue
measure is λ(Cn) = (2/3)n. In particular, λ(C) = limn→∞ λ(Cn) = 0. Using
the ternary expansion, it is extremely simple to describe: C is the set of all
x ∈ [0, 1] whose ternary expansion contains no one’s, which shows that C is
uncountable (why?). It has some further interesting properties: it is totally
disconnected (i.e., it contains no subintervals) and perfect (it has no isolated
points). Concerning the first note that the length of the subintervals forming
Cn go to zero, and concerning the second note that a given point x ∈ C is
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in a unique subinterval of Cn and hence we can find a sequence by choosing
one of the boundary points of the corresponding subinterval.

Finally, note that if we change the construction by removing pieces of
length 1

4n from the middle of the intervals in the nth step almost every-
thing works as before. We get a sequence of closed sets Vn consisting of 2n

subintervals of length 2−2n−1(1 + 2n). The limiting set V is totally discon-
nected, perfect and compact but now has Lebesgue measure 1

2 . It is known
as Smith–Volterra–Cantor set15 or fat Cantor set. ⋄

But how can we obtain some more interesting Borel measures? We will
restrict ourselves to the case of X = Rn and begin with the case of Borel
measures on X = R which are also known as Lebesgue–Stieltjes mea-
sures.16 By what we have seen so far it is clear that our strategy is as
follows: Start with some simple sets and then work your way up to all Borel
sets. Hence let us first show how we should define µ for intervals: To every
Borel measure on B we can assign its distribution function

µ(x) :=


−µ((x, 0]), x < 0,

0, x = 0,

µ((0, x]), x > 0,

(1.17)

which is right continuous and nondecreasing as can be easily checked.
Example 1.29. The distribution function of the Dirac measure centered at
0 is

µ(x) :=

{
0, x ≥ 0,

−1, x < 0.
⋄

Example 1.30. The support of a Borel measure on R is given in terms of
the distribution function by

supp(dµ) = {x ∈ R|µ(x− ε) < µ(x+ ε), ∀ε > 0}.

Here we have used dµ to emphasize that we are interested in the support
of the measure dµ which is different from the support of its distribution
function µ(x). ⋄

For a finite measure the alternate normalization µ̃(x) = µ((−∞, x]) can
be used. The resulting distribution function differs from our above defi-
nition by a constant µ(x) = µ̃(x) − µ((−∞, 0]). In particular, this is the
normalization used for probability measures.

Conversely, to obtain a measure from a nondecreasing function m : R →
R we proceed as follows: Recall that an interval is a subset of the real line

15Henry John Stephen Smith (1826–1883), Irish mathematician
15Vito Volterra (1860–1940), Italian mathematician
16Thomas Joannes Stieltjes (1856–1894), Dutch mathematician

http://en.wikipedia.org/wiki/Henry John Stephen Smith
http://en.wikipedia.org/wiki/Vito Volterra
http://en.wikipedia.org/wiki/Thomas Joannes Stieltjes
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of the form

I = (a, b], I = [a, b], I = (a, b), or I = [a, b), (1.18)

with a ≤ b, a, b ∈ R∪{−∞,∞}. Note that (a, a), [a, a), and (a, a] denote the
empty set, whereas [a, a] denotes the singleton {a}. For any proper interval
with different endpoints (i.e. a < b) we can define its measure to be

µ(I) :=


m(b+)−m(a+), I = (a, b],

m(b+)−m(a−), I = [a, b],

m(b−)−m(a+), I = (a, b),

m(b−)−m(a−), I = [a, b),

(1.19)

where m(a±) = limε↓0m(a ± ε) (which exist by monotonicity). If one of
the endpoints is infinite we agree to use m(±∞) = limx→±∞m(x). For the
empty set we of course set µ(∅) = 0 and for the singletons we set

µ({a}) := m(a+)−m(a−) (1.20)

(which agrees with (1.19) except for the case I = (a, a) which would give a
negative value for the empty set if µ jumps at a). Note that µ({a}) = 0 if and
only if m(x) is continuous at a and that there can be only countably many
points with µ({a}) > 0 since a nondecreasing function can have at most
countably many jumps. Moreover, observe that the definition of µ does not
involve the actual value ofm at a jump. Hence any function m̃ withm(x−) ≤
m̃(x) ≤ m(x+) gives rise to the same µ. We will frequently assume that m
is right continuous such that it coincides with the distribution function up
to a constant, µ(x) = m(x+)−m(0+). In particular, µ determines m up to
a constant and up to the values at the jumps.

Once we have defined µ on S1, we can now show that (1.19) gives a
premeasure.

Lemma 1.12. Let m : R → R be right continuous and nondecreasing. Then
the set function defined via

µ((a, b]) := m(b)−m(a) (1.21)

on S1 gives rise to a unique σ-finite premeasure on the algebra S̄1 of finite
unions of disjoint half-open intervals.

Proof. If (a, b] =
⋃
· nj=1(aj , bj ] then we can assume that the aj ’s are ordered.

Moreover, in this case we must have bj = aj+1 for 1 ≤ j < n and hence our
set function is additive on S1:

∑n
j=1 µ((aj , bj ]) =

∑n
j=1(µ(bj) − µ(aj)) =

µ(bn)− µ(a1) = µ(b)− µ(a) = µ((a, b]).
So by Lemma 1.6 it remains to verify (1.10). By right continuity we can

cover each Aj := (aj , bj ] by some slightly larger interval Bj := (aj , bj + δj ]
such that µ(Bj) ≤ µ(Aj) +

ε
2j

. Then for any x > 0 we can find an n such
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that the open intervals {(aj , bj + δj)}nj=1 cover the compact set A ∩ [−x, x]
and hence

µ(A ∩ (−x, x]) ≤ µ(
n⋃
j=1

Bj) =
n∑
j=1

µ(Bj) ≤
∞∑
j=1

µ(Aj) + ε.

Letting x→ ∞ and since ε > 0 is arbitrary, we are done. □

And extending this premeasure to a measure we finally obtain:

Theorem 1.13 (Lebesgue–Stieltjes measures). For every nondecreasing func-
tion m : R → R there exists a unique regular Borel measure µ which extends
(1.19). Two different functions generate the same measure if and only if the
difference is a constant away from the discontinuities.

Proof. Except for regularity existence follows from Theorem 1.9 together
with Lemma 1.10 and uniqueness follows from Corollary 1.5. Regularity will
be postponed until Section 1.6. □

We remark, that in the previous theorem we could as well consider m :
(a, b) → R to obtain regular Borel measures on (a, b).
Example 1.31. Suppose Θ(x) := 0 for x < 0 and Θ(x) := 1 for x ≥ 0. Then
we obtain the so-called Dirac measure at 0, which is given by Θ(A) = 1 if
0 ∈ A and Θ(A) = 0 if 0 ̸∈ A. ⋄
Example 1.32. Suppose λ(x) := x. Then the associated measure is the or-
dinary Lebesgue measure on R. We will abbreviate the Lebesgue measure
of a Borel set A by λ(A) = |A|. ⋄

Finally, we show how to extend Theorem 1.13 to Rn. We will write
x ≤ y if xj ≤ yj for 1 ≤ j ≤ n and (a, b) = (a1, b1) × · · · × (an, bn),
(a, b] = (a1, b1]× · · · × (an, bn], etc.

The analog of (1.17) is given by

µ(x) := sign(x)µ
( n�
j=1

(
min(0, xj),max(0, xj)

])
, (1.22)

where sign(x) =
∏n
j=1 sign(xj). Again, for a finite measure the alternative

normalization µ̃(x) = µ((−∞, x]) can be used.
Example 1.33. The distribution function of the Dirac measure µ = δ0
centered at 0 is

µ(x) :=

{
0, x ≥ 0,

−1, else.
⋄
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(0, 0)

(a1, a2)

(a1, b2)

(b1, a2)

(b1, b2)

Figure 1.2. Recunstructing the measure of a rectangle from the distri-
bution function

To recover a measure µ from its distribution function we consider the
difference with respect to the j’th coordinate

∆j
a1,a2

m(x) := m(x1, . . . , xj−1, a
2, xj+1, . . . , xn)

−m(x1, . . . , xj−1, a
1, xj+1, . . . , xn)

=
∑

k∈{1,2}

(−1)km(x1, . . . , xj−1, a
k, xj+1, . . . , xn) (1.23)

and define

∆a1,a2m := ∆1
a11,a

2
1
· · ·∆n

a1n,a
2
n
m(x)

=
∑

k∈{1,2}n
(−1)k1 · · · (−1)knm(ak11 , . . . , a

kn
n ). (1.24)

Note that the above sum is taken over all vertices of the rectangle (a1, a2]
weighted with +1 if the vertex contains an even number of left endpoints and
weighted with −1 if the vertex contains an odd number of left endpoints.

Then
µ((a, b]) = ∆a,bµ, a ≤ b. (1.25)

Of course in the case n = 1 this reduces to µ((a, b]) = µ(b) − µ(a). In the
case n = 2 we have µ((a, b]) = µ(b1, b2) − µ(b1, a2) − µ(a1, b2) + µ(a1, a2)
which (for 0 ≤ a ≤ b) is the measure of the rectangle with corners 0, b,
minus the measure of the rectangle on the left with corners 0, (a1, b2), minus
the measure of the rectangle below with corners 0, (b1, a2), plus the measure
of the rectangle with corners 0, a which has been subtracted twice (see
Figure 1.2). The general case can be handled recursively (Problem 1.16).

Hence we will again assume that a nondecreasing function m : Rn → Rn
is given (i.e. m(a) ≤ m(b) for a ≤ b). However, this time monotonicity is
not enough as the following example shows.
Example 1.34. Let µ := 1

2δ(0,1) +
1
2δ(1,0) −

1
2δ(1,1). Then the corresponding

distribution function is increasing in each coordinate direction as the decrease
due to the last term is compensated by the other two. However, (1.22) will
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give −1
2 for any rectangle containing (1, 1) but not the other two points (1, 0)

and (0, 1). ⋄

Now we can show how to get a premeasure on S̄n.
Lemma 1.14. Let m : Rn → Rn be right continuous such that µ defined
via µ((a, b]) := ∆a,bm is a nonnegative set function. Then µ gives rise to
a unique σ-finite premeasure on the algebra S̄n of finite unions of disjoint
half-open rectangles.

Proof. We first need to show finite additivity. We call A =
⋃
· k Ak a regular

partition of A = (a, b] if there are sequences aj = cj,0 < cj,1 < · · · < cj,mj =
bj such that each rectangle Ak is of the form

(c1,i−1, c1,i]× · · · × (cn,i−1, cn,i].

That is, the sets Ak are obtained by intersecting A with the hyperplanes

Figure 1.3. A partition and its regular refinement

xj = cj,i, 1 ≤ i ≤ mj−1, 1 ≤ j ≤ n. Now let A be bounded. Then additivity
holds when partitioning A into two sets by one hyperplane xj = cj,i (note
that in the sum over all vertices, the one containing cj,i instead of aj cancels
with the one containing cj,i instead of bj as both have opposite signs by the
very definition of ∆a,bm). Hence applying this case recursively shows that
additivity holds for regular partitions. Finally, for every partition we have
a corresponding regular subpartition (cf. Figure 1.3). Moreover, the sets in
this subpartions can be lumped together into regular subpartions for each
of the sets in the original partition. Hence the general case follows from the
regular case. Finally, the case of unbounded sets A follows by taking limits.

The rest follows verbatim as in the previous lemma. □

Again this premeasure gives rise to a measure.

Theorem 1.15. For every right continuous function m : Rn → R such that

µ((a, b]) := ∆a,bm ≥ 0, ∀a ≤ b, (1.26)

there exists a unique regular Borel measure µ which extends the above defi-
nition.

Proof. As in the one-dimensional case existence follows from Theorem 1.9
together with Lemma 1.10 and uniqueness follows from Corollary 1.5. Again
regularity will be postponed until Section 1.6. □
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Example 1.35. Choosingm(x) :=
∏n
j=1 xj we obtain the Lebesgue measure

λn in Rn, which is the unique Borel measure satisfying

λn((a, b]) =
n∏
j=1

(bj − aj).

We collect some simple properties below.

(i) λn is regular.
(ii) λn is uniquely defined by its values on Sn.
(iii) For every measurable set we have

λn(A) = inf
{ ∞∑
m=1

λn(Am)
∣∣∣A ⊆

∞⋃
m=1

Am, Am ∈ Sn
}
,

where the infimum extends over all countable disjoint covers.
(iv) λn is translation invariant and up to normalization the only Borel

measure with this property.

(i) and (ii) are part of Theorem 1.15. (iii). This follows from the construc-
tion of λn via its outer measure. (iv). The previous item implies that λn

is translation invariant. Moreover, let µ be a second translation invariant
measure. Denote by Qr a cube with side length r > 0. Without loss we can
assume µ(Q1) = 1. Since we can split Q1 into mn cubes of side length 1/m,
we see that µ(Q1/m) = m−n by translation invariance and additivity. Hence
we obtain µ(Qr) = rn for every rational r and thus for every r by continuity
from below. Proceeding like this we see that λn and µ coincide on Sn and
equality follows from item (ii). ⋄
Example 1.36. Ifmj : R → R are nondecreasing right continuous functions,
then m(x) :=

∏n
j=1mj(xj) satisfies

∆a,bm =
n∏
j=1

(
mj(bj)−mj(aj)

)
and hence the requirements of Theorem 1.15 are fulfilled. ⋄

Problem* 1.16. Let µ be a Borel measure on Rn. For a, b ∈ Rn set

m(a, b) := sign(b− a)µ
( n�
j=1

(
min(aj , bj),max(aj , bj)

])
and m(x) := m(0, x). In particular, for a ≤ b we have m(a, b) = µ((a, b]).
Show that

m(a, b) = ∆a,bm(c, ·)

for arbitrary c ∈ Rn. (Hint: Start with evaluating ∆j
aj ,bj

m(c, ·).)
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Problem* 1.17. Let µ be a premeasure such that outer regularity (1.14)
holds for every set in the algebra. Then the corresponding measure µ from
Theorem 1.9 is outer regular.

1.5. Measurable functions

The Riemann integral works by splitting the x coordinate into small intervals
and approximating f(x) on each interval by its minimum and maximum.
The problem with this approach is that the difference between maximum
and minimum will only tend to zero (as the intervals get smaller) if f(x) is
sufficiently nice. To avoid this problem, we can force the difference to go to
zero by considering, instead of an interval, the set of x for which f(x) lies
between two given numbers a < b. Now we need the size of the set of these
x, that is, the size of the preimage f−1((a, b)). For this to work, preimages
of intervals must be measurable.

Let (X,ΣX) and (Y,ΣY ) be measurable spaces. A function f : X → Y is
called measurable if f−1(A) ∈ ΣX for every A ∈ ΣY . When checking this
condition it is useful to note that the collection of sets for which it holds,
{A ⊆ Y |f−1(A) ∈ ΣX}, forms a σ-algebra on Y by f−1(Y \A) = X \f−1(A)
and f−1(

⋃
j Aj) =

⋃
j f

−1(Aj). Hence it suffices to check this condition for
every set A in a collection of sets which generates ΣY .

We will be mainly interested in the case where (Y,ΣY ) = (Rn,Bn).

Lemma 1.16. Let (X,Σ) be a measurable space. A function f : X → Rn is
measurable if and only if

f−1((a,∞)) ∈ Σ ∀ a ∈ Rn, (1.27)

where (a,∞) :=
�n

j=1(aj ,∞). In particular, a function f : X → Rn is
measurable if and only if every component is measurable. Regarding C ∼= R2

we also get that a complex-valued function f : X → C is measurable if and
only if both its real and imaginary parts are and similarly for Cn-valued
functions.

Proof. We need to show that Bn is generated by rectangles of the above
form. The σ-algebra generated by these rectangles also contains all open
rectangles of the form (a, b) :=

�n
j=1(aj , bj), which form a base for the

topology. □

Clearly the intervals (a,∞) can also be replaced by [a,∞), (−∞, a), or
(−∞, a].

As an immediate consequence of the definition we get that compositions
of measurable functions are measurable:
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Lemma 1.17. Let (X,ΣX), (Y,ΣY ), (Z,ΣZ) be measurable spaces. If f :
X → Y and g : Y → Z are measurable functions, then the composition g ◦ f
is again measurable.

Warning: Some authors call a function f : R → R Lebesgue measurable �

if f−1((a,∞)) is a Lebesgue measurable set for every a ∈ R (with respect
to the complete Lebesgue measure; cf. Problem 1.11). While this class is
larger than the Borel functions (consider the characteristic function of a
Lebesgue measurable set which is not Borel), it has the disadvantage that
the composition of Lebesgue measurable functions might not be Lebesgue
measurable. We will avoid such a nuisance by always chosing the Borel
algebra.

If X is a topological space and Σ the corresponding Borel σ-algebra, we
will also call a measurable function Borel function. Note that, in particu-
lar:

Lemma 1.18. Let (X,ΣX), (Y,ΣY ) be topological spaces with their corre-
sponding Borel σ-algebras. Any continuous function f : X → Y is measur-
able.

The set of all measurable functions forms an algebra.

Corollary 1.19. Let (X,ΣX) be a measurable space. Suppose f, g : X →
R are measurable functions. Then the sum f + g and the product fg are
measurable. If f(x) ̸= 0 for all x, then 1

f is measurable. Similarly for
complex-valued functions.

Proof. Since (f, g) : X → R2 is measurable and addition as well as mul-
tiplication are continuous functions from R2 → R, the claim follows from
the previous two lemmas. Analogously for the reciprocal function, which is
continuous R \ {0} → R \ {0}. □

Sometimes it is also convenient to allow ±∞ as possible values for f ,
that is, functions f : X → R, R = R ∪ {−∞,∞}. In this case A ⊆ R is
called Borel if A ∩ R is. This implies that f : X → R will be Borel if and
only if f−1(±∞) are Borel and f : X \ f−1({−∞,∞}) → R is Borel. Since

{+∞} =
⋂
n

(n,+∞], {−∞} = R \
⋃
n

(−n,+∞], (1.28)

we see that f : X → R is measurable if and only if

f−1((a,∞]) ∈ Σ ∀ a ∈ R. (1.29)

Again the intervals (a,∞] can also be replaced by [a,∞], [−∞, a), or [−∞, a].
Moreover, we can generate a corresponding topology on R by intervals of the
form [−∞, b), (a, b), and (a,∞] with a, b ∈ R.
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Hence it is not hard to check that the previous lemma still holds if one
either avoids undefined expressions of the type ∞−∞ and ±∞· 0 or makes
a definite choice, e.g., ∞−∞ = 0 and ±∞ · 0 = 0.

Moreover, the set of all measurable functions is closed under all important
limiting operations.

Lemma 1.20. Suppose fn : X → R is a sequence of measurable functions.
Then

inf
n∈N

fn, sup
n∈N

fn, lim inf
n→∞

fn, lim sup
n→∞

fn (1.30)

are measurable as well.

Proof. It suffices to prove that sup fn is measurable since the rest follows
from inf fn = − sup(−fn), lim inf fn := supn infk≥n fk, and lim sup fn :=
infn supk≥n fk. But (sup fn)

−1((a,∞]) =
⋃
n f

−1
n ((a,∞]) are measurable

and we are done. □

A few immediate consequences are worthwhile noting: It follows that
if f and g are measurable functions, so are min(f, g), max(f, g), |f | =
max(f,−f), and f± = max(±f, 0). Furthermore, the pointwise limit of
measurable functions is again measurable. Moreover, the set where the limit
exists,

{x ∈ X| lim
n→∞

f(x) exists} = {x ∈ X| lim sup
n→∞

f(x)− lim inf
n→∞

f(x) = 0},

(1.31)
is measurable.

Sometimes the case of arbitrary suprema and infima is also of interest.
In this respect the following observation is useful: Let X be a topological
space. Recall that a function f : X → R is lower semicontinuous if the
set f−1((a,∞]) is open for every a ∈ R.
Example 1.37. The characteristic function χA of a subset A ⊆ Rn is lower
semicontinuous if and only if A is open and upper semicontinuous if and only
if A is closed. ⋄

Then it follows from the definition (Problem 1.23) that the sup over an
arbitrary collection of lower semicontinuous functions

f(x) := sup
α
fα(x) (1.32)

is again lower semicontinuous (and hence measurable). Similarly, f is upper
semicontinuous if the set f−1([−∞, a)) is open for every a ∈ R. In this
case the infimum

f(x) := inf
α
fα(x) (1.33)
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is again upper semicontinuous. Note that f is lower semicontinuous if and
only if −f is upper semicontinuous.

Problem 1.18 (preimage σ-algebra). Let S ⊆ P(Y ). Show that f−1(S) :=
{f−1(A)|A ∈ S} is a σ-algebra if S is. Conclude that f−1(ΣY ) is the smallest
σ-algebra on X for which f is measurable.

Problem* 1.19. Let (X,ΣX), (Y,ΣY ) be two measurable spaces and X =⋃
· n∈NXn a partition into measurable sets Xn ∈ ΣX . Show that f : X → Y
is measurable if and only if fn := f |Xn is measurable with respect to the trace
algebra Σn := ΣX |Xn for all n ∈ N.

Problem 1.20. Let {An}n∈N be a partition for X, X =
⋃
· n∈NAn. Let Σ =

Σ({An}n∈N) be the σ-algebra generated by these sets. Show that f : X → R
is measurable if and only if it is constant on the sets An.

Problem 1.21. Let I ⊆ R be some interval. Show that a monotone function
f : I → R is Borel.

Problem 1.22. Show that if f ∈ C(Rn,Rn) is injective, then f−1 is Borel.
(Hint: Show that S := {A ⊆ Rn|f(A) ∈ Bn} is a σ-algebra containing Bn.)

Problem* 1.23. Show that the supremum over an arbitrary collection of
lower semicontinuous functions is again lower semicontinuous.

1.6. How wild are measurable objects

In this section we want to investigate how far measurable objects are away
from well-understood ones. The situation is intuitively summarized in what
is known as Littlewood’s17 three principles of real analysis:

• Every (measurable) set is nearly a finite union of intervals.
• Every (measurable) function is nearly continuous.
• Every convergent sequence of (measurable) functions is nearly uni-

formly convergent.

As our first task we want to look at the first item and show that measurable
sets can be well approximated by using closed sets from the inside and open
sets from the outside in nice spaces like Rn.

Lemma 1.21. Let X be a metric space and µ a finite Borel measure. Then
for every A ∈ B(X) and any given ε > 0 there exists an open set O and a
closed set C such that

C ⊆ A ⊆ O and µ(O \ C) ≤ ε. (1.34)

17John Edensor Littlewood (1885–1977), British mathematician

http://en.wikipedia.org/wiki/John Edensor Littlewood
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The same conclusion holds for arbitrary Borel measures if there is a sequence
of open sets Un ↗ X such that Un ⊆ Un+1 and µ(Un) < ∞ (note that µ is
also σ-finite in this case).

Proof. To see that (1.34) holds we begin with the case when µ is finite.
Denote by A the set of all Borel sets satisfying (1.34). Then A contains
every closed set C: Given C define On := {x ∈ X|d(x,C) < 1/n} and note
that On are open sets which satisfy On ↘ C. Thus by Theorem 1.1 (iii)
µ(On \ C) → 0 and hence C ∈ A.

Moreover, A is even a σ-algebra. That it is closed under complements
is easy to see (note that Õ := X \ C and C̃ := X \ O are the required sets
for Ã = X \ A). To see that it is closed under countable unions consider
A =

⋃∞
n=1An with An ∈ A. Then there are Cn, On such that µ(On \Cn) ≤

ε2−n−1. Now O :=
⋃∞
n=1On is open and C :=

⋃N
n=1Cn is closed for any

finite N . Since µ(A) is finite we can choose N sufficiently large such that
µ(
⋃∞
N+1Cn \ C) ≤ ε/2. Then we have found two sets of the required type:

Using

O \ C =
∞⋃
n=1

(On \ C) ⊆
∞⋃
n=1

(On \ Cn) ∪ (Cn \ C)

=

( ∞⋃
n=1

(On \ Cn)

)
∪

∞⋃
n=N+1

(Cn \ C)

we have µ(O \ C) ≤
∑∞

n=1 µ(On \ Cn) + µ(
⋃∞
n=N+1Cn \ C) ≤ ε. Thus A is

a σ-algebra containing the closed sets, hence it is the entire Borel σ-algebra.
Now suppose µ is not finite. Set X1 := U2 and Xn := Un+1 \ Un−1,

n ≥ 2. Note that Xn+1 ∩Xn = Un+1 \Un and Xn ∩Xm = ∅ for |n−m| > 1.
Let An = A ∩ Xn and observe A =

⋃∞
n=1An. By the finite case we can

choose Cn ⊆ An ⊆ On ⊆ Xn such that µ(On \ Cn) ≤ ε2−n. Now set
C :=

⋃
nCn, O :=

⋃
nOn and note that C is closed. Indeed, let x ∈ C and

let xj be some sequence from C converging to x. Then x ∈ Un for some n
and hence the sequence must eventually lie in C ∩ Un ⊆

⋃
m≤nCm. Thus

x ∈
⋃
m≤nCm =

⋃
m≤nCm ⊆ C. Finally, µ(O \ C) ≤

∑∞
n=1 µ(On \ Cn) ≤ ε

as required. □

This result immediately gives us outer regularity.

Corollary 1.22. Under the assumptions of the previous lemma

µ(A) = inf
O⊇A,O open

µ(O) = sup
C⊆A,C closed

µ(C) (1.35)

and µ is outer regular.

Proof. This follows from µ(A) = µ(O)− µ(O \A) = µ(C) + µ(A \ C). □
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If we strengthen our assumptions, we also get inner regularity. In fact,
if we assume the sets Un to be relatively compact, then the assumptions for
the second case are equivalent to X being locally compact and separable
(Lemma B.22 from [25]).

Corollary 1.23. If X is a σ-compact metric space, then every finite Borel
measure is regular. If X is a locally compact separable metric space, then
every Borel measure is regular.

Proof. By assumption there is a sequence of compact sets Kn ↗ X and for
every increasing sequence of closed sets Cn with µ(Cn) → µ(A) we also have
compact sets Cn ∩Kn with µ(Cn ∩Kn) → µ(A). In the second case we can
choose relatively compact open sets Un (cf. item (iv) of Lemma B.22 from
[25]) such that the assumptions of the previous theorem hold. Now argue as
before using Kn = Un. □

In particular, on a locally compact and separable space every Borel mea-
sure is automatically regular and σ-finite. For example this holds for X = Rn
(or X = Cn).

An inner regular measure on a Hausdorff space which is locally finite
(every point has a neighborhood of finite measure) is called a Radon mea-
sure.18 Accordingly every Borel measure on Rn (or Cn) is automatically a
Radon measure.
Example 1.38. Since Lebesgue measure on R is regular, we can cover the
rational numbers by an open set of arbitrary small measure (it is also not
hard to find such a set directly) but we cannot cover it by an open set of
measure zero (since any open set contains an interval and hence has positive
measure). However, if we slightly extend the family of admissible sets, this
will be possible. ⋄

Looking at the Borel σ-algebra the next general sets after open sets are
countable intersections of open sets, known as Gδ sets (here G and δ stand for
the German words Gebiet and Durchschnitt, respectively). The next general
sets after closed sets are countable unions of closed sets, known as Fσ sets
(here F and σ stand for the French words fermé and somme, respectively).
Of course the complement of a Gδ set is an Fσ set and vice versa.
Example 1.39. The irrational numbers are a Gδ set in R and the rational
numbers are an Fσ set. To see this, let xn be an enumeration of the rational
numbers and consider the intersection of the open sets On := R \ {xn}. ⋄

Corollary 1.24. Suppose X is locally compact and separable and µ a Borel
measure. A set in X is Borel if and only if it differs from a Gδ set by a Borel

18Johann Radon (1887–1956), Austrian mathematician

http://en.wikipedia.org/wiki/Johann Radon
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set of measure zero. Similarly, a set in X is Borel if and only if it differs
from an Fσ set by a Borel set of measure zero.

Proof. Since Gδ sets are Borel, only the converse direction is nontrivial. By
Lemma 1.21 we can find open sets On such that µ(On \ A) ≤ 1/n. Now
let G :=

⋂
nOn. Then µ(G \ A) ≤ µ(On \ A) ≤ 1/n for any n and thus

µ(G \A) = 0. The second claim is analogous. □

A similar result holds for convergence.

Theorem 1.25 (Egorov19). Let µ be a finite measure on X and fn : X → C
be a sequence of measurable functions converging pointwise to a function f
for a.e. x ∈ X. Then for every ε > 0 there is a measurable set A of size
µ(A) < ε such that fn converges uniformly on X \A.

Proof. Let A0 be the set where fn fails to converge. Set

AN,k :=
⋃
n≥N

{x ∈ X| |fn(x)− f(x)| ≥ 1

k
}, Ak :=

⋂
N∈N

AN,k

and note that AN,k ↘ Ak ⊆ A0 as N → ∞ (with k fixed). Hence µ(AN,k) →
µ(Ak) = 0 by continuity from above. So for every k there is some Nk such
that µ(ANk,k) <

ε
2k

. Then A :=
⋃
k∈NANk,k satisfies µ(A) < ε. Now note

that x ̸∈ A implies that x ̸∈ ANk,k for every k and thus |fn(x) − f(x)| < 1
k

for n ≥ Nk. Thus fn converges uniformly away from A. □

Example 1.40. The example fn := χ[n,n+1] → 0 on X = R with Lebesgue
measure shows that the finiteness assumption is important. In fact, suppose
there is a set A of size less than 1 (say). Then every interval [m,m + 1]
contains a point xm not in A and thus |fm(xm)− 0| = 1. ⋄

To end this section let us briefly discuss the third principle, namely that
bounded measurable functions can be well approximated by continuous func-
tions (under suitable assumptions on the measure). We will discuss this in
detail in Section 3.4. At this point we only mention that in such a situa-
tion Egorov’s theorem implies that the convergence is uniform away from a
small set and hence our original function will be continuous restricted to the
complement of this small set. This is known as Luzin’s theorem (cf. Theo-
rem 3.19). Note however that this does not imply that measurable functions
are continuous at every point of this complement! The characteristic func-
tion of the irrational numbers is continuous when restricted to the irrational
numbers but it is not continuous at any point when regarded as a function
of R.

19Dmitri Egorov (1869–1931), Russian mathematician

http://en.wikipedia.org/wiki/Dmitri Egorov
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Problem 1.24. Show directly that for every ε > 0 there is an open set O of
Lebesgue measure |O| < ε which covers the rational numbers. Show that R
contains a dense Gδ set of Lebesgue measure zero. In particular, R can be
split into two disjoint sets, one which is of Lebesgue measure zero and one
which is meager. (Hint for the second part: Take intersections of covers from
the first part.)

Problem* 1.25. A finite Borel measure is regular if and only if for every
Borel set A and every ε > 0 there is an open set O and a compact set K
such that K ⊆ A ⊆ O and µ(O \K) < ε.

1.7. Appendix: Jordan measurable sets

In this short appendix we want to establish the criterion for Jordan measur-
ability alluded to in Section 1.1. We begin with a useful geometric fact.

Lemma 1.26. Every open set O ⊆ Rn can be partitioned into a countable
number of half-open cubes from Sn.

Proof. Partition Rn into cubes of side length one with vertices from Zn.
Start by selecting all cubes which are fully inside O and discard all those
which do not intersect O. Subdivide the remaining cubes into 2n cubes of
half the side length and repeat this procedure. This gives a countable set of
cubes contained in O. To see that we have covered all of O, let x ∈ O. Since
x is an interior point there it will be a δ such that every cube containing x
with smaller side length will be fully covered by O. Hence x will be covered
at the latest when the side length of the subdivisions drops below δ. □

Now we can establish the connection between the Jordan content and
the Lebesgue measure λn in Rn.

Theorem 1.27. Let A ⊆ Rn. We have J∗(A) = λn(A◦) and for bouneded
A also J∗(A) = λn(A). Hence a bounded set A is Jordan measurable if and
only if its boundary ∂A = A \A◦ has Lebesgue measure zero.

Proof. First of all note, that for the computation of J∗(A) it makes no
difference when we take open rectangles instead of half-open ones. But then
every R with R ⊆ A will also satisfy R ⊆ A◦ implying J∗(A) = J∗(A

◦).
Moreover, from Lemma 1.26 we get J∗(A◦) = λn(A◦). Similarly, for the
computation of J∗(A) it makes no difference when we take closed rectangles
and thus J∗(A) = J∗(A). Next, if A is compact, then given R, a finite
number of slightly larger but open rectangles will give us the same volume
up to an arbitrarily small error. Hence J∗(A) = λn(A) for bounded sets
A. □

Note that for an unbounded set A ⊆ Rn we always have J∗(A) = ∞.
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1.8. Appendix: Equivalent definitions for the outer
Lebesgue measure

In this appendix we want to show that the type of sets used in the definition
of the outer Lebesgue measure λ∗,n on Rn play no role. You can cover the set
by half-closed, closed, open rectangles (which is easy to see) or even replace
rectangles by balls (which follows from the following lemma). To this end
observe that by (1.5)

λn(Br(x)) = Vnr
n (1.36)

where Vn := λn(B1(0)) is the volume of the unit ball which is computed
explicitly in Section 2.3. Will will write |A| := λn(A) for the Lebesgue
measure of a Borel set for brevity. We first establish a covering lemma which
is of independent interest.

Lemma 1.28 (Vitali covering lemma). Let O ⊆ Rn be an open set and δ > 0
fixed. Let C be a collection of balls such that every open subset of O contains
at least one ball from C. Then there exists a countable set of disjoint open
balls from C of radius at most δ such that O = N ∪

⋃
j Bj with N a Lebesgue

null set.

Proof. Let O have finite outer measure. Start with all balls which are
contained in O and have radius at most δ. Let R be the supremum of the
radii of all these balls and take a ball B1 of radius more than R

2 . Now
consider O\B1 and proceed recursively. If this procedure terminates we are
done (the missing points must be contained in the boundary of the chosen
balls which has measure zero). Otherwise we obtain a sequence of balls Bj
whose radii must converge to zero since

∑∞
j=1 |Bj | ≤ |O|. Now fix m and let

x ∈ O \
⋃m
j=1 B̄j . Then there must be a ball B0 = Br(x) ⊆ O \

⋃m
j=1 B̄j .

Moreover, there must be a first ball Bk with B0 ∩ Bk ̸= ∅ (otherwise all
Bk for k > m must have radius larger than r

2 violating the fact that they
converge to zero). By assumption k > m and hence r must be smaller than
two times the radius of Bk (since both balls are available in the k’th step).
So the distance of x to the center of Bk must be less then three times the
radius of Bk. Now if B̃k is a ball with the same center but three times the
radius of Bk, then x is contained in B̃k and hence all missing points from⋃m
j=1Bj are either boundary points (which are of measure zero) or contained

in
⋃
k>m B̃k whose measure |

⋃
k>m B̃k| ≤ 3n

∑
k>m |Bk| → 0 as m→ ∞.

If |O| = ∞ consider Om = O ∩ (Bm+1(0) \ B̄m(0)) and note that O =
N ∪

⋃
mOm where N is a set of measure zero. □

Note that in the one-dimensional case open balls are open intervals and
we have the stronger result that every open set can be written as a countable
union of disjoint intervals (cf. Problem B.42 from [25]).
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Now observe that in the definition of outer Lebesgue measure we could
replace half-open rectangles by open rectangles (show this). Moreover, every
open rectangle can be replaced by a disjoint union of open balls up to a set
of measure zero by the Vitali covering lemma. Consequently, the Lebesgue
outer measure can be written as

λn,∗(A) = inf
{ ∞∑
k=1

|Ak|
∣∣∣A ⊆

∞⋃
k=1

Ak, Ak ∈ C
}
, (1.37)

where C could be the collection of all closed rectangles, half-open rectangles,
open rectangles, closed balls, or open balls.





Chapter 2

Integration

Now that we know how to measure sets, we are able to introduce the Lebesgue
integral. As already mentioned, in the case of the Riemann integral, the
domain of the function is split into intervals leading to an approximation
by step functions, that is, linear combinations of characteristic functions
of intervals. In the case of the Lebesgue integral we split the range into
intervals and consider their preimages. This leads to an approximation by
simple functions, that is, linear combinations of characteristic functions of
arbitrary (measurable) sets.

2.1. Integration — Sum me up, Henri

Throughout this section (X,Σ, µ) will be a measure space. A measurable
function s : X → R is called simple if its image is finite; that is, if

s =

p∑
j=1

αj χAj , Ran(s) =: {αj}pj=1, Aj := s−1({αj}) ∈ Σ. (2.1)

Here χA is the characteristic function of A; that is, χA(x) := 1 if x ∈ A
and χA(x) := 0 otherwise. Note that

⋃
· pj=1Aj = X. Moreover, the set

of simple functions S(X,µ) is a vector space and while there are different
ways of writing a simple function as a linear combination of characteristic
functions, the representation (2.1) is unique.

For a nonnegative simple function s as in (2.1) we define its integral as∫
A
s dµ :=

p∑
j=1

αj µ(Aj ∩A). (2.2)

Here we use the convention 0 · ∞ = 0.

37
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Lemma 2.1. The integral has the following properties:

(i)
∫
A s dµ =

∫
X χA s dµ.

(ii)
∫⋃
· ∞
n=1 An

s dµ =
∑∞

n=1

∫
An
s dµ.

(iii)
∫
A α s dµ = α

∫
A s dµ, α ≥ 0.

(iv)
∫
A(s+ t)dµ =

∫
A s dµ+

∫
A t dµ.

(v) A ⊆ B ⇒
∫
A s dµ ≤

∫
B s dµ.

(vi) s ≤ t ⇒
∫
A s dµ ≤

∫
A t dµ.

Proof. (i) is clear from the definition. (ii) follows from σ-additivity of µ.
(iii) is obvious. (iv) Let s =

∑
j αj χAj , t =

∑
k βk χBk

as in (2.1) and
abbreviate Cjk = (Aj ∩Bk) ∩A. Note

⋃
· j,k Cjk = A. Then by (ii),∫

A
(s+ t)dµ =

∑
j,k

∫
Cjk

(s+ t)dµ =
∑
j,k

(αj + βk)µ(Cjk)

=
∑
j,k

(∫
Cjk

s dµ+

∫
Cjk

t dµ

)
=

∫
A
s dµ+

∫
A
t dµ.

(v) follows from monotonicity of µ. (vi) follows since by (iv) we can write
s =

∑
j αj χCj , t =

∑
j βj χCj where, by assumption, αj ≤ βj . □

Next we define the Lebesgue integral of a nonnegative measurable
function f : X → [0,∞] by∫

A
f dµ := sup

simple functions s≤f

∫
A
s dµ, (2.3)

where the supremum is taken over all simple functions s ≤ f . By item
(vi) from our previous lemma this agrees with (2.2) if f is simple. Note
that, except for possibly (ii) and (iv), Lemma 2.1 still holds for arbitrary
nonnegative measurable functions s, t.

Theorem 2.2 (Monotone convergence, Beppo Levi’s theorem1). Let fn be a
monotone nondecreasing sequence of nonnegative measurable functions, fn ↗
f . Then f is measurable and∫

A
fn dµ→

∫
A
f dµ. (2.4)

Proof. By property (vi),
∫
A fn dµ is monotone and converges to some num-

ber α. By fn ≤ f and again (vi) we have

α ≤
∫
A
f dµ.

1Beppo Levi (1875–1961)), Italian mathematicia

http://en.wikipedia.org/wiki/Beppo Levi


2.1. Integration — Sum me up, Henri 39

x1 x2 x3 x4 x5

x

f(x)

a b

y1

y2

y3

y4

y5

y6

x

f(x)

a b

Figure 2.1. Approximating a function by partitioning the domain (Rie-
mann upper/lower sums) versus the range (Lebesgue integral).

To show the converse, let s be simple such that s ≤ f and let θ ∈ (0, 1). Put
An := {x ∈ A|fn(x) ≥ θs(x)} and note An ↗ A (show this). Then∫

A
fn dµ ≥

∫
An

fn dµ ≥ θ

∫
An

s dµ.

Letting n→ ∞ and adapting (ii) to the present situation, we see

α ≥ θ

∫
A
s dµ.

Since this is valid for every θ < 1, it still holds for θ = 1. Finally, since s ≤ f
is arbitrary, the claim follows. □

In particular ∫
A
f dµ = lim

n→∞

∫
A
sn dµ, (2.5)

for every monotone sequence sn ↗ f of simple functions. Note that there is
always such a sequence, for example,

sn(x) :=
n2n∑
k=0

k

2n
χf−1(Ak)(x), Ak := [

k

2n
,
k + 1

2n
), An2n := [n,∞). (2.6)

By construction sn converges uniformly if f is bounded, since 0 ≤ f(x) −
sn(x) <

1
2n if f(x) ≤ n. This way of approximating a function by partitioning

the domain should be compared with the partitioning the domain used for
the Riemann integral (cf. Section 2.6) — see Figure 2.1.

Now what about the missing items (ii) and (iv) from Lemma 2.1? Since
limits can be spread over sums, item (iv) holds, and (ii) also follows directly
from the monotone convergence theorem. We even have the following result:
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Lemma 2.3. If f ≥ 0 is measurable, then dν = f dµ defined via

ν(A) :=

∫
A
f dµ (2.7)

is a measure such that ∫
A
g dν =

∫
A
gf dµ (2.8)

for every measurable function g.

Proof. As already mentioned, additivity of ν is equivalent to linearity of
the integral and σ-additivity follows from Lemma 2.1 (ii):

ν(

∞⋃
·

n=1

An) =

∫
⋃
· ∞
n=1 An

f dµ =

∞∑
n=1

∫
An

f dµ =

∞∑
n=1

ν(An).

The second claim holds for simple functions and hence for all functions by
construction of the integral. □

If fn is not necessarily monotone, we have at least

Theorem 2.4 (Fatou’s lemma). If fn is a sequence of nonnegative measur-
able functions, then ∫

A
lim inf
n→∞

fn dµ ≤ lim inf
n→∞

∫
A
fn dµ. (2.9)

Proof. Set gn := infk≥n fk such that gn ↗ lim infn fn. Then gn ≤ fn
implying ∫

A
gn dµ ≤

∫
A
fn dµ.

Now take the lim inf on both sides and note that by the monotone conver-
gence theorem

lim inf
n→∞

∫
A
gn dµ = lim

n→∞

∫
A
gn dµ =

∫
A

lim
n→∞

gn dµ =

∫
A
lim inf
n→∞

fn dµ,

proving the claim. □

Example 2.1. Consider fn := χ[n,n+1]. Then limn→∞ fn(x) = 0 for every
x ∈ R. However,

∫
R fn(x)dx = 1. This shows that the inequality in Fatou’s

lemma cannot be replaced by equality in general. Another example is fn :=
1
nχ[0,n] which even converges to 0 uniformly. Note also that the same problem
occurs on a finite interval. Consider e.g., f2m = χ[0,1/2), f2m+1 = χ(1/2,1].
Then again lim infn→∞ fn = 0 while

∫ 1
0 fn(x)dx = 1

2 . ⋄
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If the integral is finite for both the positive and negative part f± =
max(±f, 0) of an arbitrary measurable function f , we call f integrable and
set ∫

A
f dµ :=

∫
A
f+dµ−

∫
A
f−dµ. (2.10)

Similarly, we handle the case where f is complex-valued by calling f inte-
grable if both the real and imaginary part are and setting∫

A
f dµ :=

∫
A
Re(f)dµ+ i

∫
A
Im(f)dµ. (2.11)

Clearly a measurable function f is integrable if and only if |f | is. The set of
all integrable functions is denoted by L1(X, dµ).

Lemma 2.5. The integral is linear and Lemma 2.1 holds for integrable func-
tions s, t.

Furthermore, for all integrable functions f, g we have

|
∫
A
f dµ| ≤

∫
A
|f | dµ (2.12)

and (triangle inequality)∫
A
|f + g| dµ ≤

∫
A
|f | dµ+

∫
A
|g| dµ. (2.13)

In the first case we have equality if and only if f(x) = eiθ|f(x)| for a.e. x
and some real number θ. In the second case we have equality if and only if
f(x) = eiθ(x)|f(x)|, g(x) = eiθ(x)|g(x)| for a.e. x and for some real-valued
function θ.

Proof. Linearity and Lemma 2.1 are straightforward to check. To see (2.12)
put α := z∗

|z| , where z :=
∫
A f dµ (without restriction z ̸= 0). Then

|
∫
A
f dµ| = α

∫
A
f dµ =

∫
A
α f dµ =

∫
A
Re(α f) dµ ≤

∫
A
|f | dµ,

proving (2.12). The second claim follows from |f + g| ≤ |f |+ |g|. The cases
of equality are straightforward to check. □

Lemma 2.6. Let f be measurable. Then∫
X
|f | dµ = 0 ⇔ f(x) = 0 µ− a.e. (2.14)

Moreover, suppose f is nonnegative or integrable. Then

µ(A) = 0 ⇒
∫
A
f dµ = 0. (2.15)
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Proof. Observe that we have A := {x|f(x) ̸= 0} =
⋃
nAn, where An :=

{x| |f(x)| ≥ 1
n}. If

∫
X |f |dµ = 0 we must have µ(An) ≤ n

∫
An

|f |dµ = 0 for
every n and hence µ(A) = limn→∞ µ(An) = 0.

The converse will follow from (2.15) since µ(A) = 0 (with A as before)
implies

∫
X |f |dµ =

∫
A |f |dµ = 0.

Finally, to see (2.15) note that by our convention 0 · ∞ = 0 it holds for
any simple function and hence for any nonnegative f by definition of the
integral (2.3). Since any function can be written as a linear combination of
four nonnegative functions this also implies the case when f is integrable. □

Note that the proof also shows that if f is not 0 almost everywhere, there
is an ε > 0 such that µ({x| |f(x)| ≥ ε}) > 0.

In particular, the integral does not change if we restrict the domain of
integration to a support of µ or if we change f on a set of measure zero. In
particular, functions which are equal a.e. have the same integral.
Example 2.2. If µ(x) := Θ(x) is the Dirac measure at 0, then∫

R
f(x)dµ(x) = f(0).

In fact, the integral can be restricted to any support and hence to {0}.
If µ(x) :=

∑
n αnΘ(x − xn) is a sum of Dirac measures, Θ(x) centered

at x = 0, then (Problem 2.2)∫
R
f(x)dµ(x) =

∑
n

αnf(xn).

Hence our integral contains sums as special cases. ⋄

Finally, our integral is well behaved with respect to limiting operations.
We first state a simple generalization of Fatou’s lemma.

Lemma 2.7 (generalized Fatou lemma2). If fn is a sequence of real-valued
measurable functions and g some integrable function. Then∫

A
lim inf
n→∞

fn dµ ≤ lim inf
n→∞

∫
A
fn dµ (2.16)

if g ≤ fn and

lim sup
n→∞

∫
A
fn dµ ≤

∫
A
lim sup
n→∞

fn dµ (2.17)

if fn ≤ g.

Proof. To see the first apply Fatou’s lemma to fn − g and add
∫
A g dµ on

both sides of the result. The second follows from the first using lim inf(−fn) =
− lim sup fn. □

2Pierre Fatou (1878–1929), French mathematician and astronomer

http://en.wikipedia.org/wiki/Pierre Fatou
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If in the last lemma we even have |fn| ≤ g, we can combine both estimates
to obtain∫

A
lim inf
n→∞

fn dµ ≤ lim inf
n→∞

∫
A
fn dµ ≤ lim sup

n→∞

∫
A
fn dµ ≤

∫
A
lim sup
n→∞

fn dµ,

(2.18)
which is known as Fatou–Lebesgue theorem. In particular, in the special
case where fn converges we obtain

Theorem 2.8 (Dominated convergence). Let fn be a convergent sequence of
measurable functions and set f := limn→∞ fn. Suppose there is an integrable
function g such that |fn| ≤ g. Then f is integrable and

lim
n→∞

∫
A
fndµ =

∫
A
fdµ. (2.19)

Proof. The real and imaginary parts satisfy the same assumptions and
hence it suffices to prove the case where fn and f are real-valued. Moreover,
since lim inf fn = lim sup fn = f equation (2.18) establishes the claim. □

Remark: Since sets of measure zero do not contribute to the value of the
integral, it clearly suffices if the requirements of the dominated convergence
theorem are satisfied almost everywhere (with respect to µ). See Problem 2.6
for another straightforward extension.
Example 2.3. Note that the existence of g is crucial: The functions fn(x) :=
1
2nχ[−n,n](x) on R converge uniformly to 0 but

∫
R fn(x)dx = 1. ⋄

In calculus one frequently uses the notation
∫ b
a f(x)dx. In case of general

Borel measures on R this is ambiguous and one needs to mention to what
extend the boundary points contribute to the integral. Hence we define

∫ b

a
f dµ :=


∫
(a,b] f dµ, a < b,

0, a = b,

−
∫
(b,a] f dµ, b < a.

(2.20)

such that the usual formulas∫ b

a
f dµ =

∫ c

a
f dµ+

∫ b

c
f dµ (2.21)

remain true. Note that this is also consistent with µ(x) =
∫ x
0 dµ.

Example 2.4. Let f ∈ C[a, b], then the sequence of simple functions

sn(x) :=

n∑
j=1

f(xj)χ(xj−1,xj ](x), xj = a+
b− a

n
j
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converges to f(x) and hence the integral coincides with the limit of the
Riemann–Stieltjes sums:∫ b

a
f dµ = lim

n→∞

n∑
j=1

f(xj)
(
µ(xj)− µ(xj−1)

)
.

Moreover, the equidistant partition could of course be replaced by an arbi-
trary partition {x0 = a < x1 < · · · < xn = b} whose length max1≤j≤n(xj −
xj−1) tends to 0. In particular, for µ(x) = x we get the usual Riemann sums
and hence the Lebesgue integral coincides with the Riemann integral at least
for (piecewise) continuous functions. Further details on the connection with
the Riemann integral will be given in Section 2.6. ⋄

Even without referring to the Riemann integral, one can easily identify
the Lebesgue integral as an antiderivative: Given a continuous function f ∈
C(a, b) which is integrable over (a, b) we can introduce

F (x) :=

∫ x

a
f(y)dy, x ∈ (a, b). (2.22)

Then one has
F (x+ ε)− F (x)

ε
= f(x) +

1

ε

∫ x+ε

x

(
f(y)− f(x)

)
dy

and

lim sup
ε→0

1

ε

∫ x+ε

x
|f(y)− f(x)|dy ≤ lim sup

ε→0
sup

y∈(x,x+ε]
|f(y)− f(x)| = 0

by the continuity of f at x. Thus F ∈ C1(a, b) and

F ′(x) = f(x),

which is a variant of the fundamental theorem of calculus. This tells
us that the integral of a continuous function f can be computed in terms of
its antiderivative and, in particular, all tools from calculus like integration
by parts or integration by substitution are readily available for the Lebesgue
integral on R. A generalization of the fundamental theorem of calculus will
be given in Theorem 4.29.
Example 2.5. Another fact worthwhile mentioning is that integrals with
respect to Borel measures µ on R can be easily computed if the distribution
function is continuously differentiable. In this case µ([a, b)) = µ(b)−µ(a) =∫ b
a µ

′(x)dx implying that dµ(x) = µ′(x)dx in the sense of Lemma 2.3. More-
over, it even suffices that the distribution function is piecewise continuously
differentiable such that the fundamental theorem of calculus holds. ⋄

Up to this point we have only considered real- and complex-valued func-
tions, but one could also look at the case of functions with values in Rn or
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Cn. In this case a function is called measurable or integrable if all compo-
nents are and the integral is defined componentwise. Of course linearity of
the integral or dominated convergence continue to hold. In particular, note
that a measurable function f is integrable if and only if |f | is integrable,
where the absolute value is is now understood as Euclidean norm (in fact,
any other norm would work as well).

Lemma 2.9. Let f, g be measurable vector-valued functions, then (2.12) and
(2.13) hold.

Proof. Without loss of generality we can assume both functions to be in-
tegrable since otherwise the claims are trivial. To see (2.12), observe that
it holds for simple functions by the triangle inequality (for the Euclidean
norm) and hence for integrable functions by dominated convergence choos-
ing a sequence of simple functions as in Problem 2.3. The second equation
(2.13) is immediate from the triangle inequality. □

Problem 2.1. Show the inclusion exclusion principle:

µ(A1 ∪ · · · ∪An) =
n∑
k=1

(−1)k+1
∑

1≤i1<···<ik≤n
µ(Ai1 ∩ · · · ∩Aik).

(Hint: χA1∪···∪An = 1−
∏n
i=1(1− χAi).)

Problem* 2.2. Consider a countable set of measures µn and numbers αn ≥
0. Let µ :=

∑
n αnµn and show∫

A
f dµ =

∑
n

αn

∫
A
f dµn (2.23)

for any measurable function which is either nonnegative or integrable.

Problem* 2.3. Show that for any measurable function f there exists a se-
quence of simple functions sn such that |sn| ≤ |f | and sn → f pointwise.
If f is bounded, then the convergence will be uniform. (Hint: Split f into a
linear combination of four nonnegative functions and use (2.6).)

Problem 2.4. Let (X,Σ) be a measurable space. Show that the set B(X) of
bounded measurable functions with the sup norm is a Banach space. Show
that the set S(X) of simple functions is dense in B(X). Show that the
integral is a bounded linear functional on B(X) if µ(X) < ∞. (Hence the
fact that a densely defined bounded linear function has a unique extension to
the entire space (Theorem 1.16 from [25]) could be used to extend the integral
from simple to bounded measurable functions.)

Problem 2.5. Show that the monotone convergence holds for nondecreas-
ing sequences of real-valued measurable functions fn ↗ f provided f1 is
integrable.
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Problem 2.6 (Pratt3). Suppose gn ≤ fn ≤ hn are sequences of real-valued
measurable functions converging to g ≤ f ≤ h, respectively. Show that if g, h
are integrable with limn→∞

∫
gndµ =

∫
g dµ and limn→∞

∫
hndµ =

∫
h dµ,

then f is integrable and limn→∞
∫
fndµ =

∫
f dµ.

Moreover, suppose fn, gn are sequences of measurable functions with
|fn| ≤ gn and converging to f , g, respectively. Show that if g is integrable with
limn→∞

∫
gndµ =

∫
g dµ, then f is integrable and limn→∞

∫
fndµ =

∫
f dµ.

Problem 2.7. Show that the dominated convergence theorem implies (under
the same assumptions)

lim
n→∞

∫
|fn − f |dµ = 0.

Problem 2.8. Consider

m(x) =


0, x < 0,
x
2 , 0 ≤ x < 1,

1 1 ≤ x,

and let µ be the associated measure. Compute
∫
R x dµ(x).

Problem 2.9. Let µ(A) < ∞ and f be a real-valued integrable function
satisfying f(x) ≤M . Show that∫

A
f dµ ≤Mµ(A)

with equality if and only if f(x) =M for a.e. x ∈ A.

Problem 2.10. Let µ be a nontrivial measure, µ(X) > 0. Suppose f , g are
integrable functions with f < g. Then

∫
X f dµ <

∫
X g dµ.

Problem 2.11. Let f : [0, 1] → R be an integrable function and let m0 be a
number such that 0 < m0 < 1. Show that

∫
A f(x)dx = 0 for all Borel sets A

with |A| = m0 implies f = 0 a.e.

Problem* 2.12. Let X ⊆ R, Y be some measure space, and f : X×Y → C.
Suppose y 7→ f(x, y) is measurable for every x and x 7→ f(x, y) is continuous
for every y. Show that

F (x) :=

∫
Y
f(x, y) dµ(y) (2.24)

is continuous if there is an integrable function g(y) such that |f(x, y)| ≤ g(y).

3John W. Pratt (1931), American mathematician and statistician

http://en.wikipedia.org/wiki/John W. Pratt
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Problem* 2.13. Let X ⊆ R, Y be some measure space, and f : X×Y → C.
Suppose y 7→ f(x, y) is integrable for all x and x 7→ f(x, y) is differentiable
for a.e. y. Show that

F (x) :=

∫
Y
f(x, y) dµ(y) (2.25)

is differentiable if there is an integrable function g(y) such that | ∂∂xf(x, y)| ≤
g(y). Moreover, y 7→ ∂

∂xf(x, y) is measurable and

F ′(x) =

∫
Y

∂

∂x
f(x, y) dµ(y) (2.26)

in this case. (See Problem 4.43 for an extension.)

2.2. Product measures

Let µ1 and µ2 be two measures on Σ1 and Σ2, respectively. Let Σ1 ⊗ Σ2 be
the σ-algebra generated by rectangles of the form A1 × A2 with Aj ∈ Σj ,
j = 1, 2..
Example 2.6. Let B be the Borel sets in R. Then B2 = B⊗B are the Borel
sets in R2 (since the rectangles are a basis for the product topology). ⋄

Any set in Σ1 ⊗ Σ2 has the section property; that is,

Lemma 2.10. Suppose A ∈ Σ1 ⊗ Σ2. Then its sections

A1(x2) := {x1|(x1, x2) ∈ A} and A2(x1) := {x2|(x1, x2) ∈ A} (2.27)

are measurable.

Proof. Denote all sets A ∈ Σ1 ⊗Σ2 with the property that A1(x2) ∈ Σ1 by
S. Clearly all rectangles are in S and it suffices to show that S is a σ-algebra.
Now, if A ∈ S, then (A′)1(x2) = (A1(x2))

′ ∈ Σ1 and thus S is closed under
complements. Similarly, if An ∈ S, then (

⋃
nAn)1(x2) =

⋃
n(An)1(x2) shows

that S is closed under countable unions. □

This implies that if f is a measurable function on X1×X2, then f(., x2)
is measurable on X1 for every x2 and f(x1, .) is measurable on X2 for every
x1 (observe A1(x2) = {x1|f(x1, x2) ∈ B}, where A := {(x1, x2)|f(x1, x2) ∈
B}).

Given two measures µ1 on Σ1 and µ2 on Σ2, we now want to construct
the product measure µ1 ⊗ µ2 on Σ1 ⊗ Σ2 such that

µ1 ⊗ µ2(A1 ×A2) := µ1(A1)µ2(A2), Aj ∈ Σj , j = 1, 2. (2.28)

Since the rectangles are closed under intersection, Theorem 1.3 implies that
there is at most one measure on Σ1 ⊗ Σ2 provided µ1 and µ2 are σ-finite.
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Theorem 2.11. Let µ1 and µ2 be two σ-finite measures on Σ1 and Σ2, re-
spectively. Let A ∈ Σ1⊗Σ2. Then µ2(A2(x1)) and µ1(A1(x2)) are measurable
and ∫

X1

µ2(A2(x1))dµ1(x1) =

∫
X2

µ1(A1(x2))dµ2(x2). (2.29)

Proof. As usual, we begin with the case where µ1 and µ2 are finite. Let
D be the set of all subsets for which our claim holds. Note that D contains
at least all rectangles. Thus it suffices to show that D is a Dynkin system
by Lemma 1.2. To see this, note that measurability and equality of both
integrals follow from A1(x2)

′ = A′
1(x2) (implying µ1(A

′
1(x2)) = µ1(X1) −

µ1(A1(x2))) for complements and from the monotone convergence theorem
for disjoint unions of sets.

If µ1 and µ2 are σ-finite, let Xi,j ↗ Xi with µi(Xi,j) < ∞ for i = 1, 2.
Now µ2((A ∩X1,j ×X2,j)2(x1)) = µ2(A2(x1) ∩X2,j)χX1,j (x1) and similarly
with 1 and 2 exchanged. Hence by the finite case∫

X1

µ2(A2 ∩X2,j)χX1,jdµ1 =

∫
X2

µ1(A1 ∩X1,j)χX2,jdµ2

and the σ-finite case follows from the monotone convergence theorem. □

Hence for given A ∈ Σ1 ⊗ Σ2 we can define

µ1 ⊗ µ2(A) :=

∫
X1

µ2(A2(x1))dµ1(x1) =

∫
X2

µ1(A1(x2))dµ2(x2) (2.30)

or equivalently, since χA1(x2)(x1) = χA2(x1)(x2) = χA(x1, x2),

µ1 ⊗ µ2(A) =

∫
X1

(∫
X2

χA(x1, x2)dµ2(x2)

)
dµ1(x1)

=

∫
X2

(∫
X1

χA(x1, x2)dµ1(x1)

)
dµ2(x2). (2.31)

Then µ1⊗µ2 gives rise to a unique measure on A ∈ Σ1⊗Σ2 since σ-additivity
follows from the monotone convergence theorem.
Example 2.7. Let X1 = X2 = [0, 1] with µ1 Lebesgue measure and µ2 the
counting measure. Let A = {(x, x)|x ∈ [0, 1]} such that µ2(A2(x1)) = 1 and
µ1(A1(x2)) = 0 implying

1 =

∫
X1

µ2(A2(x1))dµ1(x1) ̸=
∫
X2

µ1(A1(x2))dµ2(x2) = 0.

Hence the theorem can fail if one of the measures is not σ-finite. Note that
it is still possible to define a product measure without σ-finiteness (Prob-
lem 2.16), but, as the example shows, it will lack some nice properties. ⋄

Finally we have
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Theorem 2.12 (Fubini4). Let f be a measurable function on X1 ×X2 and
let µ1, µ2 be σ-finite measures on X1, X2, respectively.

(i) If f ≥ 0, then
∫
f(., x2)dµ2(x2) and

∫
f(x1, .)dµ1(x1) are both mea-

surable and∫∫
X1×X2

f(x1, x2)dµ1 ⊗ µ2(x1, x2) =

∫
X2

(∫
X1

f(x1, x2)dµ1(x1)

)
dµ2(x2)

=

∫
X1

(∫
X2

f(x1, x2)dµ2(x2)

)
dµ1(x1). (2.32)

(ii) If f is complex-valued, then∫
X1

|f(x1, x2)|dµ1(x1) ∈ L1(X2, dµ2), (2.33)

respectively,∫
X2

|f(x1, x2)|dµ2(x2) ∈ L1(X1, dµ1), (2.34)

if and only if f ∈ L1(X1×X2, dµ1⊗dµ2). In this case (2.32) holds.

Proof. By Theorem 2.11 and linearity the claim holds for simple functions.
To see (i), let sn ↗ f be a sequence of nonnegative simple functions. Then it
follows by applying the monotone convergence theorem (twice for the double
integrals).

For (ii) we can assume that f is real-valued by considering its real and
imaginary parts separately. Moreover, splitting f = f+−f− into its positive
and negative parts, the claim reduces to (i). □

In particular, if f(x1, x2) is either nonnegative or integrable, then the
order of integration can be interchanged. The case of nonnegative functions
is also called Tonelli’s theorem.5 In the general case the integrability
condition is crucial, as the following example shows.
Example 2.8. Let X := [0, 1]× [0, 1] with Lebesgue measure and consider

f(x, y) =
x− y

(x+ y)3
.

Then ∫ 1

0

∫ 1

0
f(x, y)dx dy = −

∫ 1

0

1

(1 + y)2
dy = −1

2

but (by symmetry)∫ 1

0

∫ 1

0
f(x, y)dy dx =

∫ 1

0

1

(1 + x)2
dx =

1

2
.

4Guido Fubini (1879–1943), Italian mathematician
5Leonida Tonelli (1885–1946), Italian mathematician

http://en.wikipedia.org/wiki/Guido Fubini
http://en.wikipedia.org/wiki/Leonida Tonelli
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Consequently f cannot be integrable over X (verify this directly). ⋄

Lemma 2.13. If µ1 and µ2 are outer regular measures, then so is µ1 ⊗ µ2.

Proof. Outer regularity holds for every rectangle and hence also for the
algebra of finite disjoint unions of rectangles (Problem 2.14). Thus the claim
follows from Problem 1.17. □

In connection with Theorem 1.3 the following observation is of interest:

Lemma 2.14. If Sj generates Σj and Xj ∈ Sj for j = 1, 2, then S1 ×S2 :=
{A1 ×A2|Aj ∈ Sj , j = 1, 2} generates Σ1 ⊗ Σ2.

Proof. Denote the σ-algebra generated by S1 × S2 by Σ. Consider the set
{A1 ∈ Σ1|A1 ×X2 ∈ Σ} which is clearly a σ-algebra containing S1 and thus
equal to Σ1. In particular, Σ1 ×X2 ⊂ Σ and similarly X1 × Σ2 ⊂ Σ. Hence
also (Σ1 ×X2) ∩ (X1 × Σ2) = Σ1 × Σ2 ⊂ Σ. □

Finally, note that we can iterate this procedure.

Lemma 2.15. Suppose (Xj ,Σj , µj), j = 1, 2, 3, are σ-finite measure spaces.
Then (Σ1 ⊗ Σ2)⊗ Σ3 = Σ1 ⊗ (Σ2 ⊗ Σ3) and

(µ1 ⊗ µ2)⊗ µ3 = µ1 ⊗ (µ2 ⊗ µ3). (2.35)

Proof. First of all note that (Σ1 ⊗Σ2)⊗Σ3 = Σ1 ⊗ (Σ2 ⊗Σ3) is the sigma
algebra generated by the rectangles A1×A2×A3 in X1×X2×X3. Moreover,
since

((µ1 ⊗ µ2)⊗ µ3)(A1 ×A2 ×A3) = µ1(A1)µ2(A2)µ3(A3)

= (µ1 ⊗ (µ2 ⊗ µ3))(A1 ×A2 ×A3),

the two measures coincide on rectangles and hence everywhere by Theo-
rem 1.3. □

Hence we can take the product of finitely many measures. The case of
infinitely many measures requires a bit more effort and will be discussed in
Section 5.2.
Example 2.9. If λ is Lebesgue measure on R, then λn = λ ⊗ · · · ⊗ λ is
Lebesgue measure on Rn. In fact, it satisfies λn((a, b]) =

∏n
j=1(bj − aj) and

hence must be equal to Lebesgue measure which is the unique Borel measure
with this property. ⋄
Example 2.10. If X1, X2 are second countable Hausdorff spaces, then
B(X1 × X2) = B(X1) ⊗ B(X2) since open rectangles are a base for the
product topology. Moreover, if µ1, µ2 are Borel measures and both X1

and X1 are locally compact, then µ1 ⊗ µ2 is also a Borel measure. Indeed,
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let K ⊆ X1 × X2 be compact. Then for every point in K there is a rela-
tively compact open rectangle containing this point. By compactness finitely
many of them suffice to cover K, that is K ⊆

⋃n
j=1K1,j × K2,j implying

µ1 ⊗ µ2(K) ≤
∑n

j=1 µ(K1,j)µ(K2,j) <∞. ⋄

Problem* 2.14. Show that the set of all finite unions of measurable rect-
angles A1 ×A2 forms an algebra. Moreover, every set in this algebra can be
written as a finite union of disjoint rectangles.

Problem* 2.15. Let (Xj ,Σj), j = 0, 1, 2 be measurable spaces and fj :
X0 → Xj, j = 1, 2 be functions. Show that (f1, f2) : X0 → X1 × X2 is
measurable (with respect to the product algebra Σ1⊗Σ2) if and only if f1 and
f2 are measurable.

Problem 2.16. Given two measure spaces (X1,Σ1, µ1) and (X2,Σ2, µ2) let
R = {A1 × A2|Aj ∈ Σj , j = 1, 2} be the collection of measurable rectangles.
Define ρ : R → [0,∞], ρ(A1 ×A2) = µ1(A1)µ2(A2). Then

(µ1 ⊗ µ2)
∗(A) := inf

{ ∞∑
j=1

ρ(Aj)
∣∣∣A ⊆

∞⋃
j=1

Aj , Aj ∈ R
}

is an outer measure on X1×X2. Show that this constructions coincides with
(2.30) for A ∈ Σ1 ⊗ Σ2 in case µ1 and µ2 are σ-finite.

Problem 2.17. Let P : Rn → C be a nonzero polynomial. Show that N :=
{x ∈ Rn|P (x) = 0} is a Borel set of Lebesgue zero. (Hint: Induction using
Fubini.)

Problem* 2.18. Let U ⊆ C be a domain, Y be some measure space, and
f : U ×Y → C. Suppose f is measurable and z 7→ f(z, y) is holomorphic for
every y. Show that

F (z) :=

∫
Y
f(z, y) dµ(y)

is holomorphic if for every compact subset V ⊂ U there is an integrable
function g(y) such that |f(z, y)| ≤ g(y), z ∈ V . (Hint: Use Fubini and
Morera’s theorem from complex analysis.)

Problem 2.19. Let f : X → R be measurable. Show that the sublevel sets
Sf (t) := {(x, t)|f(x) < t} ⊆ X × R are measurable.

Problem* 2.20. Suppose ϕ : [0,∞) → [0,∞) is integrable over every com-
pact interval and set Φ(r) =

∫ r
0 ϕ(s)ds. Let f : X → C be measurable and

introduce its distribution function

Ef (r) := µ
(
{x ∈ X| |f(x)| > r}

)
.

Show that ∫
X
Φ(|f |)dµ =

∫ ∞

0
ϕ(r)Ef (r)dr.
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Moreover, show that if f is integrable, then the set of all α ∈ C for which
µ
(
{x ∈ X| f(x) = α}

)
> 0 is countable.

2.3. Transformation of measures and integrals

Finally we want to transform measures. Let f : X → Y be a measurable
function. Given a measure µ on X we can introduce the pushforward
measure (also image measure) f⋆µ on Y via

(f⋆µ)(A) := µ(f−1(A)). (2.36)

It is straightforward to check that f⋆µ is indeed a measure. Moreover, note
that f⋆µ is supported on the range of f .

Theorem 2.16. Let f : X → Y be measurable and let g : Y → C be a
Borel function. Then the Borel function g ◦ f : X → C is a.e. nonnegative
or integrable if and only if g is and in both cases∫

Y
g d(f⋆µ) =

∫
X
g ◦ f dµ. (2.37)

Proof. In fact, it suffices to check this formula for simple functions g, which
follows since χA ◦ f = χf−1(A). □

Example 2.11. Suppose f : X → Y and g : Y → Z. Then

(g ◦ f)⋆µ = g⋆(f⋆µ)

since (g ◦ f)−1 = f−1 ◦ g−1. ⋄
Example 2.12. Let f(x) = Mx + a be an affine transformation, where
M : Rn → Rn is some invertible matrix. Then Lebesgue measure transforms
according to

f⋆λ
n =

1

| det(M)|
λn.

To see this, note that f⋆λn is translation invariant and hence must be a
multiple of λn. Moreover, for an orthogonal matrix this multiple is one
(since an orthogonal matrix leaves the unit ball invariant) and for a diagonal
matrix it must be the absolute value of the product of the diagonal elements
(consider a rectangle). Finally, since every invertible matrix can be written
as M = O1DO2, where Oj are orthogonal and D is diagonal (Problem 2.22),
the claim follows.

As a consequence we obtain∫
A
g(Mx+ a)dnx =

1

|det(M)|

∫
MA+a

g(y)dny,

which applies, for example, to shifts f(x) = x + a or scaling transforms
f(x) = αx. ⋄
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This result can be generalized to diffeomorphisms (one-to-one C1 maps
with inverse again C1):

Theorem 2.17 (change of variables). Let U, V ⊆ Rn and suppose f ∈
C1(U, V ) is a diffeomorphism. Then

(f−1)⋆d
nx = |Jf (x)|dnx, (2.38)

where Jf = det(∂f∂x ) is the Jacobi determinant of f . In particular,∫
U
g(f(x))|Jf (x)|dnx =

∫
V
g(y)dny (2.39)

whenever g is nonnegative or integrable over V .

Proof. It suffices to show∫
f(R)

dny =

∫
R
|Jf (x)|dnx

for every bounded open rectangle R ⊆ U . By Theorem 1.3 it will then
follow for characteristic functions and thus for arbitrary functions by the
very definition of the integral.

To this end we consider the integral

Iε :=

∫
f(R)

∫
R
|Jf (f−1(y))|φε(f(z)− y)dnz dny

Here φ := V −1
n χB1(0) and φε(y) := ε−nφ(ε−1y), where Vn is the volume of

the unit ball (cf. below), such that
∫
φε(x)d

nx = 1.
We will evaluate this integral in two ways. To begin with we consider

the inner integral

hε(y) :=

∫
R
φε(f(z)− y)dnz.

For ε < ε0 the integrand is nonzero only for z ∈ K := f−1(Bε0(y)), where
K is some compact set containing x = f−1(y). Using the affine change of
coordinates z = x+ εw we obtain

hε(y) =

∫
Wε(x)

φ

(
f(x+ εw)− f(x)

ε

)
dnw, Wε(x) =

1

ε
(K − x).

By ∣∣∣∣f(x+ εw)− f(x)

ε

∣∣∣∣ ≥ 1

C
|w|, C := sup

K
∥df−1∥

the integrand is nonzero only for w ∈ BC(0). Hence, as ε → 0, the domain
Wε(x) will eventually cover all of BC(0) and dominated convergence implies

lim
ε↓0

hε(y) =

∫
BC(0)

φ(df(x)w)dnw = |Jf (x)|−1.
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Consequently, limε↓0 Iε = |f(R)| again by dominated convergence. Now we
use Fubini to interchange the order of integration

Iε =

∫
R

∫
f(R)

|Jf (f−1(y))|φε(f(z)− y)dny dnz.

Since f(z) is an interior point of f(R), continuity of |Jf (f−1(y))| implies

lim
ε↓0

∫
f(R)

|Jf (f−1(y))|φε(f(z)− y)dny = |Jf (f−1(f(z)))| = |Jf (z)|

and hence dominated convergence shows limε↓0 Iε =
∫
R |Jf (z)|dnz. □

Example 2.13. For example, we can consider polar coordinates T2 :
[0,∞)× [0, 2π) → R2 defined by

T2(ρ, φ) := (ρ cos(φ), ρ sin(φ)).

Then

det
∂T2

∂(ρ, φ)
= det

∣∣∣∣cos(φ) −ρ sin(φ)
sin(φ) ρ cos(φ)

∣∣∣∣ = ρ

and one has ∫
U
f(ρ cos(φ), ρ sin(φ))ρ d(ρ, φ) =

∫
T2(U)

f(x)d2x.

Note that T2 is only bijective when restricted to (0,∞) × [0, 2π). However,
since the set {0} × [0, 2π) is of measure zero, it does not contribute to the
integral on the left. Similarly, its image T2({0} × [0, 2π)) = {0} does not
contribute to the integral on the right. ⋄
Example 2.14. We can use the previous example to obtain the transforma-
tion formula for spherical coordinates in Rn by induction. We illustrate
the process for n = 3. To this end let x = (x1, x2, x3) and start with spher-
ical coordinates in R2 (which are just polar coordinates) for the first two
components:

x = (ρ cos(φ), ρ sin(φ), x3), ρ ∈ [0,∞), φ ∈ [0, 2π).

Next use polar coordinates for (ρ, x3):

(ρ, x3) = (r sin(θ), r cos(θ)), r ∈ [0,∞), θ ∈ [0, π].

Note that the range for θ follows since ρ ≥ 0. Moreover, observe that r2 =
ρ2 + x23 = x21 + x22 + x23 = |x|2 as already anticipated by our notation. In
summary,

x = T3(r, φ, θ) := (r sin(θ) cos(φ), r sin(θ) sin(φ), r cos(θ)).
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Furthermore, since T3 is the composition with T2 acting on the first two
coordinates with the last unchanged and polar coordinates P acting on the
first and last coordinate, the chain rule implies

det
∂T3

∂(r, φ, θ)
= det

∂T2
∂(ρ, φ, x3)

∣∣∣
ρ=r sin(θ)
x3=r cos(θ)

det
∂P

∂(r, φ, θ)
= r2 sin(θ).

Hence one has∫
U
f(T3(r, φ, θ))r

2 sin(θ)d(r, φ, θ) =

∫
T3(U)

f(x)d3x.

Again T3 is only bijective on (0,∞)× [0, 2π)× (0, π).
It is left as an exercise to check that the extension to arbitrary dimensions

Tn : [0,∞)× [0, 2π)× [0, π]n−2 → Rn is given by

x = Tn(r, φ, θ1, . . . , θn−2)

with
x1 = r cos(φ) sin(θ1) sin(θ2) sin(θ3) · · · sin(θn−2),
x2 = r sin(φ) sin(θ1) sin(θ2) sin(θ3) · · · sin(θn−2),
x3 = r cos(θ1) sin(θ2) sin(θ3) · · · sin(θn−2),
x4 = r cos(θ2) sin(θ3) · · · sin(θn−2),

...
xn−1 = r cos(θn−3) sin(θn−2),
xn = r cos(θn−2).

The Jacobi determinant is given by

det
∂Tn

∂(r, φ, θ1, . . . , θn−2)
= rn−1 sin(θ1) sin(θ2)

2 · · · sin(θn−2)
n−2. ⋄

Another useful consequence of Theorem 2.16 is the following rule for
integrating radial functions.

Lemma 2.18. There is a measure σn−1 on the unit sphere Sn−1 :=
∂B1(0) = {x ∈ Rn| |x| = 1}, which is rotation invariant and satisfies∫

Rn

g(x)dnx =

∫ ∞

0

∫
Sn−1

g(rω)rn−1dσn−1(ω)dr, (2.40)

for every integrable function g.
Moreover, the surface area of Sn−1 is given by

Sn := σn−1(Sn−1) = nVn, (2.41)

where Vn := λn(B1(0)) is the volume of the unit ball in Rn, and if g(x) =
g̃(|x|) is radial we have∫

Rn

g(x)dnx = Sn

∫ ∞

0
g̃(r)rn−1dr. (2.42)
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Proof. Consider the measurable transformation f : Rn → [0,∞) × Sn−1,
x 7→ (|x|, x|x|) (with 0

|0| = 1). Let dµ(r) := rn−1dr and

σn−1(A) := nλn(f−1([0, 1)×A)) (2.43)

for every A ∈ B(Sn−1) = Bn ∩ Sn−1. Note that σn−1 inherits the rotation
invariance from λn. By Theorem 2.16 it suffices to show f⋆λ

n = µ ⊗ σn−1.
This follows from

(f⋆λ
n)([0, r)×A) = λn(f−1([0, r)×A)) = rnλn(f−1([0, 1)×A))

= µ([0, r))σn−1(A).

since these sets determine the measure uniquely. □

Clearly in spherical coordinates the surface measure is given by

dσn−1 = sin(θ1) sin(θ2)
2 · · · sin(θn−2)

n−2dφ dθ1 · · · dθn−2. (2.44)

Example 2.15. Let us compute the volume of a ball in Rn:

Vn(r) :=

∫
Rn

χBr(0)d
nx.

By the simple scaling transform f(x) = rx we obtain Vn(r) = Vn(1)r
n and

hence it suffices to compute Vn := Vn(1).
To this end we use (Problem 2.23)

πn/2 =

∫
Rn

e−|x|2dnx = nVn

∫ ∞

0
e−r

2
rn−1dr =

nVn
2

∫ ∞

0
e−ssn/2−1ds

=
nVn
2

Γ(
n

2
) = VnΓ(

n

2
+ 1),

where Γ is the gamma function (Problem 2.24). Hence

Vn =
πn/2

Γ(n2 + 1)
. (2.45)

By Γ(12) =
√
π (see Problem 2.25) this coincides with the well-known values

V1 = 2, V2 = π, V3 = 4π
3 . ⋄

Example 2.16. The above lemma can be used to determine when a radial
function is integrable. For example, we obtain

|x|α ∈ L1(B1(0)) ⇔ α > −n, |x|α ∈ L1(Rn \B1(0)) ⇔ α < −n. ⋄

Problem 2.21. Let λ be Lebesgue measure on R, and let f be a strictly
increasing function with limx→±∞ f(x) = ±∞. Show that

f⋆λ = d(f−1),

where f−1 is the inverse of f extended to all of R by setting f−1(y) = x for
y ∈ [f(x−), f(x+)] (note that f−1 is continuous).
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Moreover, if f ∈ C1(R) with f ′ > 0, then

f⋆λ =
1

f ′(f−1)
dλ.

Problem* 2.22. Show that every invertible matrix M can be written as
M = O1DO2, where D is diagonal and Oj are orthogonal. (Hint: The
matrix M∗M is nonnegative and hence there is an orthogonal matrix U which
diagonalizes M∗M = UD2U∗. Then one can choose O1 = MUD−1 and
O2 = U∗.)

Problem* 2.23. Show

In :=

∫
Rn

e−|x|2dnx = πn/2.

(Hint: Use Fubini to show In = In1 and compute I2 using polar coordinates.)

Problem* 2.24. The gamma function is defined via

Γ(z) :=

∫ ∞

0
xz−1e−xdx, Re(z) > 0. (2.46)

Verify that the integral converges and defines an analytic function in the
indicated half-plane (cf. Problem 2.18). Use integration by parts to show

Γ(z + 1) = zΓ(z), Γ(1) = 1. (2.47)

Conclude Γ(n) = (n−1)! for n ∈ N. Show that the relation Γ(z) = Γ(z+1)/z
can be used to define Γ(z) for all z ∈ C\{0,−1,−2, . . . }. Show that near
z = −n, n ∈ N0, the Gamma functions behaves like Γ(z) = (−1)n

n!(z+n) +O(1).

Problem* 2.25. Show that Γ(12) =
√
π. Moreover, show

Γ(n+
1

2
) =

(2n)!

4nn!

√
π

(Hint: Use the change of coordinates x = t2 and then use Problem 2.23.)

Problem 2.26. Establish(
d

dz

)j
Γ(z) =

∫ ∞

0
log(x)jxz−1e−xdx, Re(z) > 0.

Conclude that Γ is strictly convex and has a unique minimum between 1 and
2 on (0,∞). Show that Γ is even log-convex, that is, log(Γ(x)) is convex.
(Hint: Regard the first derivative as a scalar product and apply Cauchy–
Schwarz.)

Problem 2.27. Show that the Beta function satisfies

B(u, v) :=

∫ 1

0
tu−1(1− t)v−1dt =

Γ(u)Γ(v)

Γ(u+ v)
, Re(u) > 0, Re(v) > 0.
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A few other common forms are

B(u, v) = 2

∫ π/2

0
sin(θ)2u−1 cos(θ)2v−1dθ

=

∫ ∞

0

su−1

(1 + s)u+v
ds = 2−u−v+1

∫ 1

−1
(1 + s)u−1(1− s)v−1ds

= n

∫ 1

0
snu−1(1− sn)v−1ds, n > 0.

Use this to establish Euler’s reflection formula6

Γ(z)Γ(1− z) =
π

sin(πz)

and Legendre’s duplication formula7

Γ(2z) =
22z−1

√
π

Γ(z)Γ(z +
1

2
).

Conclude that the Gamma function has no zeros on C.
(Hint: Start with Γ(u)Γ(v) and make a change of variables x = ts, y =

t(1− s). For the reflection formula evaluate B(z, 1− z) using Problem 2.28.
For the duplication formula relate B(z, z) and B(12 , z).)

Problem 2.28. Show∫ ∞

−∞

ezx

a+ ex
dx =

∫ ∞

0

yz−1

a+ y
dy =

πaz−1

sin(zπ)
, 0 < Re(z) < 1, a ∈ C \ (−∞, 0].

(Hint: First reduce it to the case a = 1. Then, use a contour consisting of
the straight lines connecting the points −R, R, R+2πi, −R+2πi. Evaluate
the contour integral using the residue theorem and let R → ∞. Show that
the contributions from the vertical lines vanish in the limit and relate the
integrals along the horizontal lines.)

Problem 2.29. Show Stirling’s formula8

Γ(x) =
xx

ex

(√
2π

x
+O(x−3/2)

)
, x→ ∞,

for x > 0. (Hint: The maximum of txe−t occurs at t = x and this suggests
a change of variables s = tx which gives

Γ(x) =
xx

ex

∫ ∞

0

(
se1−s

)x
ds.

6Leonhard Euler (1707–1783), Swiss mathematician, physicist, astronomer, geographer, logi-
cian and engineer

7Adrien-Marie Legendre (1752–1833), French mathematician
8James Stirling (1692–1770), Scottish mathematician

http://en.wikipedia.org/wiki/Leonhard Euler
http://en.wikipedia.org/wiki/Adrien-Marie Legendre
http://en.wikipedia.org/wiki/James Stirling (mathematician)
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Now observe that the main contribution is from the maximum at s = 1. Split
the integral into a neighborhood of s = 1 and the rest. The rest does not con-
tribute asymptotically. To determine the contribution from the neighborhood
make a change of variables s = r(s) such that se1−s = e−r

2/2.)

Problem 2.30. Let U ⊆ Rm be open and let f : U → Rn be locally Lipschitz
(i.e., for every compact set K ⊂ U there is some constant L such that |f(x)−
f(y)| ≤ L|x−y| for all x, y ∈ K). Show that if A ⊂ U has Lebesgue measure
zero, then f(A) is contained in a set of Lebesgue measure zero. (Hint: By
Lindelöf it is no restriction to assume that A is contained in a compact ball
contained in U . Now approximate A by a union of rectangles.)

2.4. Surface measure and the Gauss–Green theorem

We begin by recalling the definition of an m-dimensional submanifold: We
will call a subset Σ ⊆ Rn an m-dimensional submanifold if there is a
parametrization φ ∈ C1(U,Rn), where U ⊆ Rm is open, Σ = φ(U), and φ
is an immersion (i.e., the Jacobian is injective at every point). Somewhat
more general one extends this definition to the case where a parametrization
only exists locally in the sense that every point z ∈ Σ has a neighborhood
W such that there is a parametrization for W ∩ Σ.

Moreover, given a parametrization near a point z0 ∈ Σ, the assumption
that the Jacobian ∂φ

∂x is injective implies that, after a permutation of the
coordinates, the first m vectors of the Jacobian are linearly independent.
Hence, after restricting U , we can assume that (φ1, . . . , φm) is invertible and
hence there is a parametrization of the form

ϕ(x) = (x1, . . . , xm, ϕm+1(x), . . . , ϕn(x)) (2.48)

(up to a permutation of the coordinates in Rn). We will require for all
parameterizations U to be so small that this is possible.

Given a submanifold Σ and a parametrization φ : U ⊆ Rm → Σ ⊆ Rn
let

Γ(∂φ) := Γ(∂1φ, . . . , ∂mφ) = det (∂jφ · ∂kφ)1≤j,k≤m (2.49)

be the Gram determinant9 of the tangent vectors (here the dot indicates
a scalar product in Rn) and define the submanifold measure dS via∫

Σ
g dS :=

∫
U
g(φ(x))

√
Γ(∂φ(x))dmx. (2.50)

Note that this can be geometrically motivated since the Gram determi-
nant can be interpreted as the square of the volume of the parallelotope
{
∑m

j=1 αj∂jφ|0 ≤ αj ≤ 1} formed by the tangent vectors, which is just the
linear approximation to the surface at the given point. Indeed, defining the

9Jørgen Pedersen Gram (1850–1916), Danish actuary and mathematician

https://en.wikipedia.org/wiki/J%C3%B8rgen_Pedersen_Gram
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volume recursively by the volume of the base {
∑m−1

j=1 αj∂jφ|0 ≤ αj ≤ 1}
times the height (i.e., the distance of ∂jφm from span{∂1φ, . . . , ∂m−1φ}),
this follows from Problem 2.31.

If ϕ : V ⊆ Rm → Σ ⊆ Rn is another parametrization, and hence f =
ϕ−1◦φ ∈ C1(U, V ) is a diffeomorphism, the change of variables formula gives∫

V
g(ϕ(x))

√
Γ(∂ϕ(y))dmy =

∫
U
g(ϕ(f(x)))

√
Γ(∂ϕ(f(x)))|Jf (x)|dnx

=

∫
U
g(φ(x))

√
Γ(∂φ(x))dmx,

where we have used the chain rule ∂φ
∂x (x) = ∂(ϕ◦f)

∂x (f(x)) = ∂ϕ
∂y (f(x))

∂f
∂x (x)

in the last step. Hence our definition is independent of the parametrization
chosen. If our submanifold cannot be covered by a single parametrization,
we choose a partition into countably many measurable subsets Aj such that
for each Aj there is a parametrization (Uj , φj) such that Aj ⊆ φj(Uj). Then
we set ∫

Σ
g dS :=

∑
j

∫
φ−1
j (Aj)

g(φj(x))
√

Γ(∂φj(x))d
mx. (2.51)

Note that given a different splitting Bk with parameterizations (Vk, ϕk) we
can first change to a common refinement Aj ∩ Bk and then conclude that
the individual integrals are equal by our above calculation. Hence again our
definition is independent of the splitting and the parametrization chosen.
Example 2.17. Let Tn be spherical coordinates from Example 2.14 and let
Sn(φ, θ1, . . . , θn−2) = Tn(1, φ, θ1, . . . , θn−2) be the corresponding parametriza-
tion of the unit sphere. Then one computes

det(∂Tn)
2 = Γ(∂Tn) = r2n−2 Γ(∂Sn)

since ∂rTn · ∂rTn = 1, ∂rTn · ∂φTn = ∂rT
n · ∂θjTn = 0. Hence dSn coincides

with dσn−1 from (2.44). ⋄

In the case m = n−1 a submanifold is also known as a (hyper-)surface.
Given a surface and a parametrization, a normal vector is given by

ν̃ :=
(
det(∂1φ, . . . , ∂n−1φ, δ1), . . . ,det(∂1φ, . . . , ∂n−1φ, δn)

)
, (2.52)

where δj are the canonical basis vectors in Rn (it is straightforward to check
that ν̃ · ∂jφ = 0 for 1 ≤ j ≤ n− 1). Its length is given by (Problem 2.32)

|ν̃|2 = Γ(∂φ) (2.53)

and the unit normal is given by

ν :=
1√

Γ(∂φ)
ν̃. (2.54)
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It is uniquely defined up to orientation. Moreover, given a vector field u :
Σ → Rn (or Cn) we have∫

Σ
u · ν dS =

∫
U
det(∂1φ, . . . , ∂n−1φ, u ◦ φ)dn−1x. (2.55)

Here we will mainly be interested in the case of a surface arising as the
boundary of some open domain Ω ⊂ Rn. To this end we recall that Ω ⊆ Rn
is said to have a C1 boundary if around any point x0 ∈ ∂Ω we can find a small
neighborhood O(x0) so that, after a possible permutation and reorientation
of the coordinates, we can write

Ω ∩O(x0) = {x ∈ O(x0)|xn > γ(x1, . . . , xn−1)} (2.56)

with γ ∈ C1. Similarly we could define Ck or Ck,θ domains. According to
our definition above, ∂Ω is then a surface in Rn and we have

∂Ω ∩O(x0) = {x ∈ O(x0)|xn = γ(x1, . . . , xn−1)}. (2.57)

In this case our coordinate patch reads

φ(x1, . . . , xn−1) = (x1, . . . , xn−1, γ(x1, . . . , xn−1)), (2.58)

the outward pointing unit normal vector is

ν :=
1√

1 + (∂1γ)2 + · · ·+ (∂n−1γ)2
(∂1γ, . . . , ∂n−1γ,−1), (2.59)

and hence the surface integral reads∫
Σ
u · ν dS =

∫
U
u(x1, . . . , xn−1, γ) · (∂1γ, . . . , ∂n−1γ,−1)dn−1x. (2.60)

The surface measure dS follows by choosing u = ν:

dS =
√

1 + (∂1γ)2 + · · ·+ (∂n−1γ)2d
n−1x. (2.61)

Moreover, we have a change of coordinates y = ψ(x) such that in these coor-
dinates the boundary is given by (part of) the hyperplane yn = 0. Explicitly
we have ψ ∈ C1

b (U ∩O(x0), V+(y
0)) given by

ψ(x) = (x1, . . . , xn−1, xn − γ(x1, . . . , xn−1)) (2.62)

with inverse ψ−1 ∈ C1
b (V+(y

0), U ∩O(x0)) given by

ψ−1(y) = (y1, . . . , yn−1, yn + γ(y1, . . . , yn−1)). (2.63)

Clearly, ν = (0, . . . , 0,−1) and dS = dn−1y in the new coordinates. This
is known as straightening out the boundary (see Figure 2.2). Moreover, at
every point of the boundary we have the outward pointing unit normal
vector ν(x0) which, in the above setting, is given as

ν(x0) :=
1√

1 + (∂1γ)2 + · · ·+ (∂n−1γ)2
(∂1γ, . . . , ∂n−1γ,−1). (2.64)

If we straighten out the boundary, then clearly, ν(y0) = (0, . . . , 0,−1).
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U
x0

ν0
ψ

Figure 2.2. Straightening out the boundary

Theorem 2.19 (Gauss–Green10). If Ω is a bounded C1 domain in Rn and
u ∈ C1(Ω,Rn) is a vector field, then∫

Ω
(div u)dnx =

∫
∂Ω
u · ν dS. (2.65)

Here div u =
∑n

j=1 ∂juj is the divergence of a vector field.

This theorem is also known as the divergence theorem or as Ostro-
gradsky formula.11 In the one-dimensional case it is just the fundamental
theorem of calculus.

Proof. By linearity it suffices to prove∫
Ω
(∂jf)d

nx =

∫
∂Ω
fνjdS, 1 ≤ j ≤ n, (2.66)

for f ∈ C1(Ω). We first suppose that f is supported in a neighborhood O(x0)
as in (2.56). We also assume that O(x0) is a rectangle. Let O = O(x0)∩∂Ω.
Then for j = n we have∫

Ω
(∂nf)d

nx =

∫
O

(∫
xn≥γ(x′)

∂nf(x
′, xn)dxn

)
dn−1x′

= −
∫
O
f(x′, γ(x′))dn−1x′ =

∫
∂Ω
fνndS,

where we have used Fubini and the fundamental theorem of calculus. For
j < n let us assume that we have just n = 2 to simplify notation (as the other
coordinates will not affect the calculation). Then O(x0) = (a1, b1)× (a2, b2)
and we have (by the fundamental theorem of calculus and the Leibniz integral

10Carl Friedrich Gauss (1777–1855), German mathematician and physicist
10George Green (1793–1841), British mathematical physicist
11Mikhail Ostrogradsky (1801–1862), Soviet mathematician

http://en.wikipedia.org/wiki/Carl Friedrich Gauss
http://en.wikipedia.org/wiki/George Green (mathematician)
http://en.wikipedia.org/wiki/Mikhail Ostrogradsky


2.4. Surface measure and the Gauss–Green theorem 63

rule — Problem 2.35)

0 =

∫ b1

a1

∂1

∫ b2

γ(x1)
f(x1, x2)dx2dx1

=

∫ b1

a1

∫ b2

γ(x1)

(
∂1f(x1, x2)

)
dx2dx1 −

∫ b1

a1

f(x1, γ(x1))∂1γ(x1)dx1

from which the claim follows.
For the general case cover Ω by rectangles which either contain no bound-

ary points or otherwise are as in (2.56). By compactness there is a finite
subcover. Choose a smooth partition of unity ζj subordinate to this cover
(Lemma B.30 from [25]) and consider f =

∑
j ζjf . Then for each summand

having support in a rectangle intersecting the boundary, the claim holds
by the above computation. Similarly, for each summand having support in
an interior rectangle, Fubini and the fundamental theorem of calculus show∫
Ω(∂nζjf)d

nx = 0. □

The formulation of the theorem suggests that it should hold under the
weaker assumption u ∈ C1(U) ∩ C(U). However, the problem is that under
this assumption the derivatives ∂ju might no longer be integrable (cf. Prob-
lem 4.33) and hence it is no longer clear how the integral on the left-hand
should be understood. If one adds an extra assumption ensuring integrabil-
ity of the derivatives (e.g. u ∈ C1

b (U)∩C(U)) this will indeed hold as we will
show in Lemma 7.24. A generalization to Lipschitz domains will be given in
Theorem 7.42.
Example 2.18. We can use the Gauss–Green theorem to compute the area
of a bounded C1 domain Ω ⊂ R2 by choosing a vector field u with div u = 1,
for example, u(x1, x2) = 1

2(x1, x2). By compactness the boundary can be
parametrized by a C1 curve [0, 1] → R2, t 7→ α(t). Then, on a part of
the boundary where α′

1(t) ̸= 0 for t ∈ (t0, t1), we can invert α1 and set
γ := α2◦α−1

1 such that this part of the boundary is given by x1 7→ (x1, γ(x1))
for x1 from α1(t0) to α1(t1). Consequently the integral over this part of the
boundary is given by

1

2

∫ x(t1)

x(t0)

(
x1

γ(x1)

)(
γ′(x1)
−1

)
dx1 =

1

2

∫ t1

t0

(
α1(t)α

′
2(t)− α′

1(t)α2(t)
)
dt.

Performing the analogous computation for a part of the boundary where
α′
2(t) ̸= 0 and gluing the pieces together shows

|Ω| = 1

2

∫ 1

0

(
α1(t)α

′
2(t)− α′

1(t)α2(t)
)
dt.

Here it is assumed that α is oriented such that Ω lies to the right. Changing
the orientation will change the sign of the integral. Moreover, since we
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could choose any vector field with div u = 1, e.g. u(x1, x2) = (x1, 0) or
u(x1, x2) = (0, x2), we also get

|Ω| =
∫ 1

0
α1(t)α

′
2(t)dt = −

∫ 1

0
α′
1(t)α2(t)dt. ⋄

Example 2.19. Let us verify the Gauss–Green theorem for the unit ball
in R3. By linearity it suffices to consider the case where the vector field
u is parallel to one of the coordinate axes, say u = (0, 0, u3) such that
div u = ∂3u3. Abbreviating ρ :=

√
x21 + x22 we obtain∫

B1

(div u)d3x =

∫
ρ≤1

∫ √
1−ρ2

−
√

1−ρ2

∂u3
∂x3

(x)dx3 d(x1, x2)

=

∫
ρ≤1

(
u3(x1, x2,

√
1− ρ2)− u3(x1, x2,−

√
1− ρ2)

)
d(x1, x2).

Parametrizing the upper/lower hemisphere S2
± := {x|±x3 > 0, |x| = 1} using

x3 = ±
√
1− ρ2 we obtain dS = 1√

1−ρ2
d(x1, x2). Since ν = x

|x| (remember

that ν needs to point outwards) this gives∫
S2
±

u · ν dS = ±
∫
ρ≤1

u3(x1, x2,±
√

1− ρ2)d(x1, x2)

and verifies the Gauss–Green theorem for the unit ball in R3. Of course the
calculation easily generalizes to Rn. ⋄

Applying the Gauss–Green theorem to a product fg we obtain

Corollary 2.20 (Integration by parts). We have∫
Ω
(∂jf)g d

nx =

∫
∂Ω
fgνjdS −

∫
Ω
f(∂jg)d

nx, 1 ≤ j ≤ n, (2.67)

for f, g ∈ C1(Ω).

Problem* 2.31. Given some vectors a1, . . . , am ∈ Rn let A = (a1, · · · , am)
be the matrix formed from these vectors. We define their Gram determi-
nant as

Γ(a1, . . . , am) := det(ATA) = det (aj · ak)1≤j,k≤m .
Note that in the case of m = n vectors we have

Γ(a1, . . . , an) = det(A)2.

Show that the Gram determinant is nonzero if and only if the vectors are
linearly independent. Moreover, show that in this case

dist(b, span{a1, . . . , am})2 =
Γ(a1, . . . , am, b)

Γ(a1, . . . , am)
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and

Γ(a1, . . . , am) ≤
m∏
j=1

|aj |2.

with equality if the vectors are orthogonal. (Hint: First establish Γ(f1, . . . , fj+
αfk, . . . , fn) = Γ(f1, . . . , fn) for j ̸= k and use it to investigate how Γ changes
when you apply the Gram–Schmidt procedure?)

Problem* 2.32. Show (2.53). (Hint: Problem 2.31)

Problem 2.33. Verify the Gauss–Green theorem (by computing both inte-
grals) in the case u(x) = x and U = B1(0) ⊂ Rn.

Problem 2.34. Let Ω be a bounded C1 domain in Rn and set ∂g
∂ν := ν · ∂g.

Verify Green’s first identity∫
Ω
(f∆g + ∂f · ∂g)dnx =

∫
∂Ω
f
∂g

∂ν
dS

for f ∈ C1(Ω), g ∈ C2(Ω) and Green’s second identity∫
Ω
(f∆g − g∆f)dnx =

∫
∂Ω

(
f
∂g

∂ν
− g

∂f

∂ν

)
dS

for f, g ∈ C2(Ω).

Problem* 2.35 (Leibniz integral rule). Suppose f ∈ C(R) with ∂f
∂x (x, y) ∈

C(R), where R = [a1, b1]×[a2, b2] is some rectangle, and g ∈ C1([a1, b1], [a2, b2]).
Show

d

dx

∫ g(x)

a2

f(x, y)dy = f(x, g(x))g′(x) +

∫ g(x)

a2

∂f

∂x
(x, y)dy.

2.5. Appendix: Transformation of Lebesgue–Stieltjes
integrals

In this section we will look at Borel measures on R. In particular, we want
to derive a generalized substitution rule.

As a preparation we will need a generalization of the usual inverse which
works for arbitrary nondecreasing functions. Such a generalized inverse
arises, for example, as quantile functions in probability theory.

So we look at nondecreasing functions f : R → R. By monotonicity the
limits from left and right exist at every point and we will denote them by

f(x±) := lim
ε↓0

f(x± ε). (2.68)

Clearly we have f(x−) ≤ f(x+) and a strict inequality can occur only at
a countable number of points. By monotonicity the value of f has to lie
between these two values f(x−) ≤ f(x) ≤ f(x+). It will also be convenient
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to extend f to a function on the extended reals R ∪ {−∞,+∞}. Again
by monotonicity the limits f(±∞∓) = limx→±∞ f(x) exist and we will set
f(±∞±) = f(±∞).

If we want to define an inverse, problems will occur at points where f
jumps and on intervals where f is constant. Informally speaking, if f jumps,
then the corresponding jump will be missing in the domain of the inverse and
if f is constant, the inverse will be multivalued. For the first case there is a
natural fix by choosing the inverse to be constant along the missing interval.
In particular, observe that this natural choice is independent of the actual
value of f at the jump and hence the inverse loses this information. The
second case will result in a jump for the inverse function and here there is no
natural choice for the value at the jump (except that it must be between the
left and right limits such that the inverse is again a nondecreasing function).

To give a precise definition it will be convenient to look at relations
instead of functions. Recall that a (binary) relation R on R is a subset of
R2.

To every nondecreasing function f associate the relation

Γ(f) := {(x, y)|y ∈ [f(x−), f(x+)]}. (2.69)

Note that Γ(f) does not depend on the values of f at a discontinuity and
f can be partially recovered from Γ(f) using f(x−) = inf Γ(f)(x) and
f(x+) = supΓ(f)(x), where Γ(f)(x) := {y|(x, y) ∈ Γ(f)} = [f(x−), f(x+)].
Moreover, the relation Γ(f) is nondecreasing in the sense that x1 < x2 implies
y1 ≤ y2 for (x1, y1), (x2, y2) ∈ Γ(f) (just note y1 ≤ f(x1+) ≤ f(x2−) ≤ y2).
It is uniquely defined as the largest relation containing the graph of f with
this property.

The graph of any reasonable inverse should be a subset of the inverse
relation

Γ(f)−1 := {(y, x)|(x, y) ∈ Γ(f)} (2.70)

and we will call any function f−1 whose graph is a subset of Γ(f)−1 a gener-
alized inverse of f . Note that any generalized inverse is again nondecreas-
ing since a pair of points (y1, x1), (y2, x2) ∈ Γ(f)−1 with y1 < y2 and x1 > x2
would contradict the fact that Γ(f) is nondecreasing. Moreover, since Γ(f)−1

and Γ(f−1) are two nondecreasing relations containing the graph of f−1, we
conclude

Γ(f−1) = Γ(f)−1 (2.71)

since both are maximal. In particular, it follows that if f−1 is a generalized
inverse of f then f is a generalized inverse of f−1.

There are two particular choices, namely the left continuous version
f−1
− (y) := inf Γ(f)−1(y) and the right continuous version f−1

+ (y) := supΓ(f)−1(y).
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It is straightforward to verify that they can be equivalently defined via

f−1
− (y) := inf f−1([y,∞)) = sup f−1((−∞, y)),

f−1
+ (y) := inf f−1((y,∞)) = sup f−1((−∞, y]). (2.72)

For example, inf f−1([y,∞)) = inf{x|(x, ỹ) ∈ Γ(f), ỹ ≥ y} = inf Γ(f)−1(y).
The first one is typically used in probability theory, where it corresponds to
the quantile function of a distribution.

If f is strictly increasing the generalized inverse f−1 extends the usual
inverse by setting it constant on the gaps missing in the range of f . In
particular we have f−1(f(x)) = x and f(f−1(y)) = y for y in the range of f .
The purpose of the next lemma is to investigate to what extend this remains
valid for a generalized inverse.

Note that for every y there is some x with y ∈ [f(x−), f(x+)]. Moreover,
if we can find two values, say x1 and x2, with this property, then f(x) = y
is constant for x ∈ (x1, x2). Hence, the set of all such x is an interval which
is closed since at the left, right boundary point the left, right limit equals y,
respectively.

We collect a few simple facts for later use.

Lemma 2.21. Let f be nondecreasing.

(i) f−1
− (y) ≤ x if and only if y ≤ f(x+).

(i’) f−1
+ (y) ≥ x if and only if y ≥ f(x−).

(ii) f−1
− (f(x)) ≤ x ≤ f−1

+ (f(x)) with equality on the left, right iff f is
not constant to the right, left of x, respectively.

(iii) f(f−1(y)−) ≤ y ≤ f(f−1(y)+) with equality on the left, right iff
f−1 is not constant to the right, left of y, respectively.

Proof. Item (i) follows since both claims are equivalent to y ≤ f(x̃) for all
x̃ > x. Similarly for (i’). Item (ii) follows from f−1

− (f(x)) = inf f−1([f(x),∞)) =
inf{x̃|f(x̃) ≥ f(x)} ≤ x with equality iff f(x̃) < f(x) for x̃ < x. Similarly
for the other inequality. Item (iii) follows by reversing the roles of f and f−1

in (ii). □

In particular, f(f−1(y)) = y if f is continuous. We will also need the set

L(f) := {y|f−1((y,∞)) = (f−1
+ (y),∞)}. (2.73)

Note that y ̸∈ L(f) if and only if there is some x such that y ∈ [f(x−), f(x)).

Lemma 2.22. Let m : R → R be a nondecreasing function on R and µ its
associated measure via (1.19). Let f(x) be a nondecreasing function on R
such that µ((0,∞)) < ∞ if f is bounded above and µ((−∞, 0)) < ∞ if f is
bounded below.
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Then f⋆µ is a Borel measure whose distribution function coincides up
to a constant with m+ ◦ f−1

+ at every point y which is in L(f) or satisfies
µ({f−1

+ (y)}) = 0. If y ∈ [f(x−), f(x)) and µ({f−1
+ (y)}) > 0, then m+ ◦ f−1

+

jumps at f(x−) and (f⋆µ)(y) jumps at f(x).

Proof. First of all note that the assumptions in case f is bounded from above
or below ensure that (f⋆µ)(K) <∞ for any compact interval. Moreover, we
can assume m = m+ without loss of generality. Now note that we have
f−1((y,∞)) = (f−1(y),∞) for y ∈ L(f) and f−1((y,∞)) = [f−1(y),∞)
else. Hence

(f⋆µ)((y0, y1]) = µ(f−1((y0, y1])) = µ((f−1(y0), f
−1(y1)])

= m(f−1
+ (y1))−m(f−1

+ (y0)) = (m ◦ f−1
+ )(y1)− (m ◦ f−1

+ )(y0)

if yj is either in L(f) or satisfies µ({f−1
+ (yj)}) = 0. For the last claim observe

that f−1((y,∞)) will jump from (f−1
+ (y),∞) to [f−1

+ (y),∞) at y = f(x). □

Example 2.20. For example, consider f(x) = χ[0,∞)(x) and µ = Θ, the
Dirac measure centered at 0 (note that Θ(x) = f(x)). Then

f−1
+ (y) =


+∞, 1 ≤ y,

0, 0 ≤ y < 1,

−∞, y < 0,

and L(f) = (−∞, 0)∪[1,∞). Moreover, µ(f−1
+ (y)) = χ[0,∞)(y) and (f⋆µ)(y) =

χ[1,∞)(y). If we choose g(x) = χ(0,∞)(x), then g−1
+ (y) = f−1

+ (y) and L(g) =
R. Hence µ(g−1

+ (y)) = χ[0,∞)(y) = (g⋆µ)(y). ⋄

For later use it is worth while to single out the following consequence:

Corollary 2.23. Let m, f be as in the previous lemma and denote by µ, ν±
the measures associated with m, m± ◦ f−1, respectively. Then, (f∓)⋆µ = ν±
and hence ∫

g d(m± ◦ f−1) =

∫
(g ◦ f∓) dm. (2.74)

In the special case where µ is Lebesgue measure this reduces to a way of
expressing the Lebesgue–Stieltjes integral as a Lebesgue integral via∫

g dh =

∫
g(h−1(y))dy. (2.75)

If we choose f to be the distribution function of µ we get the following
generalization of the integration by substitution rule. To formulate it we
introduce

im(y) := m(m−1
− (y)). (2.76)

Note that im(y) = y if m is continuous. By conv(Ran(m)) we denote the
convex hull of the range of m.
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Corollary 2.24. Suppose m, n are two nondecreasing functions on R with
n right continuous. Then we have∫

R
(g ◦m) d(n ◦m) =

∫
conv(Ran(m))

(g ◦ im)dn (2.77)

for any Borel function g which is either nonnegative or for which one of the
two integrals is finite. Similarly, if n is left continuous and im is replaced by
m(m−1

+ (y)).

Hence the usual
∫
R(g ◦ m) d(n ◦ m) =

∫
Ran(m) g dn only holds if m is

continuous. In fact, the right-hand side looses all point masses of µ. The
above formula fixes this problem by rendering g constant along a gap in the
range of m and includes the gap in the range of integration such that it
makes up for the lost point mass. It should be compared with the previous
example!

If one does not want to bother with im one can at least get inequalities
for monotone g.

Corollary 2.25. Suppose m, n are nondecreasing functions on R and g is
monotone. Then we have∫

R
(g ◦m) d(n ◦m) ≤

∫
conv(Ran(m))

g dn (2.78)

if m, n are right continuous and g nonincreasing or m, n left continuous and
g nondecreasing. If m, n are right continuous and g nondecreasing or m, n
left continuous and g nonincreasing the inequality has to be reversed.

Proof. Immediate from the previous corollary together with im(y) ≤ y if
y = f(x) = f(x+) and im(y) ≥ y if y = f(x) = f(x−) according to
Lemma 2.21. □

Problem* 2.36. Show (2.72).

Problem 2.37. Show that Γ(f) ◦Γ(f−1) = {(y, z)|y, z ∈ [f(x−), f(x+)] for
some x} and Γ(f−1) ◦ Γ(f) = {(y, z)|f(y+) > f(z−) or f(y−) < f(z+)}.

Problem 2.38. Let dµ(λ) := χ[0,1](λ)dλ and f(λ) := χ(−∞,t](λ), t ∈ R.
Compute f⋆µ.

2.6. Appendix: The connection with the Riemann integral

In this section we want to investigate the connection with the Riemann
integral. We restrict our attention to compact intervals [a, b] and bounded
real-valued functions f . A partition of [a, b] is a finite set P = {x0, . . . , xn}
with

a = x0 < x1 < · · · < xn−1 < xn = b. (2.79)
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x1 x2 x3 x4 x5

x

f(x)

a b

Figure 2.3. Upper and lower Riemann sums

The number
∥P∥ := max

1≤j≤n
xj − xj−1 (2.80)

is called the norm of P . Given a partition P and a bounded real-valued
function f we can define

sP,f,−(x) :=

n∑
j=1

mjχ[xj−1,xj)(x), mj := inf
x∈[xj−1,xj ]

f(x), (2.81)

sP,f,+(x) :=
n∑
j=1

Mjχ[xj−1,xj)(x), Mj := sup
x∈[xj−1,xj ]

f(x), (2.82)

Hence sP,f,−(x) is a step function approximating f from below and sP,f,+(x)
is a step function approximating f from above as depicted in Figure 2.3. In
particular,

m ≤ sP,f,−(x) ≤ f(x) ≤ sP,f,+(x) ≤M, m := inf
x∈[a,b]

f(x),M := sup
x∈[a,b]

f(x).

(2.83)
Moreover, we can define the upper and lower Riemann sum associated with
P as

L(P, f) :=

n∑
j=1

mj(xj − xj−1), U(P, f) :=

n∑
j=1

Mj(xj − xj−1). (2.84)

Of course, L(f, P ) is just the Lebesgue integral of sP,f,− and U(f, P ) is the
Lebesgue integral of sP,f,+. In particular, L(P, f) approximates the area
under the graph of f from below and U(P, f) approximates this area from
above.

By the above inequality

m (b− a) ≤ L(P, f) ≤ U(P, f) ≤M (b− a). (2.85)
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We say that the partition P2 is a refinement of P1 if P1 ⊆ P2 and it is not
hard to check, that in this case

sP1,f,−(x) ≤ sP2,f,−(x) ≤ f(x) ≤ sP2,f,+(x) ≤ sP1,f,+(x) (2.86)

as well as
L(P1, f) ≤ L(P2, f) ≤ U(P2, f) ≤ U(P1, f). (2.87)

Hence we define the lower, upper Riemann integral of f as∫
f(x)dx := sup

P
L(P, f),

∫
f(x)dx := inf

P
U(P, f), (2.88)

respectively. Since for arbitrary partitions P and Q we have

L(P, f) ≤ L(P ∪Q, f) ≤ U(P ∪Q, f) ≤ U(Q, f). (2.89)

we obtain

m (b− a) ≤
∫
f(x)dx ≤

∫
f(x)dx ≤M (b− a). (2.90)

We will call f Riemann integrable if both values coincide and the common
value will be called the Riemann integral of f . Of course the Riemann
integral is linear:

Lemma 2.26. If f, g are Riemann integrable and α ∈ R, then αf and f + g
are Riemann integrable with

∫
(f + g)dx =

∫
f dx +

∫
g dx and

∫
αf dx =

α
∫
f dx.

Proof. Fix α ≥ 0. By U(αf, P ) = αU(f, P ) and L(αf, P ) = αL(f, P ) we
obtain ∫

αf(x)dx = α

∫
αf(x)dx,

∫
αf(x)dx = α

∫
f(x)dx,

and by U(−f, P ) = −L(f, P ) we obtain∫
− f(x)dx = −

∫
f(x)dx.

Combining both gives that αf is Riemann integrable if f is and
∫
αf dx =

α
∫
f dx for every α ∈ R.
Similarly U(f + g, P ) ≤ U(f, P ) + U(g, P ) implies∫

(f(x) + g(x))dx ≤
∫
f(x)dx+

∫
g(x)dx

and L(f, P ) + L(g, P ) ≤ L(f + g, P ) implies∫
f(x)dx+

∫
g(x)dx ≤

∫
(f(x) + g(x))dx.
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Combining both gives∫
f(x)dx+

∫
g(x)dx ≤

∫
(f(x) + g(x))dx ≤

∫
(f(x) + g(x))dx

≤
∫
f(x)dx+

∫
g(x)dx

and establishes
∫
(f+g)dx =

∫
f dx+

∫
g dx for Riemann integrable f, g. □

Example 2.21. Let [a, b] := [0, 1] and f(x) := χQ(x). Then sP,f,−(x) = 0

and sP,f,+(x) = 1. Hence
∫
f(x)dx = 0 and

∫
f(x)dx = 1 and f is not

Riemann integrable.
On the other hand, every continuous function f ∈ C[a, b] is Riemann

integrable (Problem 2.39). ⋄
Example 2.22. If we enumerate the rational numbers in [0, 1], Q∩ [0, 1] =:
{xn}n∈N, we can define fn := χ{x1,...,xn}. Then it is straightforward to check
that fn is Riemann integrable (cf. also Theorem 2.28 below). Since fn(x) →
χQ(x) pointwise, this example shows that the pointwise limit of Riemann
integrable functions is not Riemann integrable in general and demonstrates
the drawbacks of the Riemann integral with respect to limit operations. ⋄
Example 2.23. Let f be nondecreasing, then f is integrable. In fact, since
mj = f(xj−1) and Mj = f(xj) we obtain

U(f, P )− L(f, P ) ≤ ∥P∥
n∑
j=1

(f(xj)− f(xj−1)) = ∥P∥(f(b)− f(a))

and the claim follows (cf. also the next lemma). Similarly nonincreasing
functions are integrable. By linearity this extends to the difference of non-
decreasing functions, which are precisely the functions of bounded variation
(Theorem 4.24). ⋄

Lemma 2.27. A function f is Riemann integrable if and only if there exists
a sequence of partitions Pn such that

lim
n→∞

L(Pn, f) = lim
n→∞

U(Pn, f). (2.91)

In this case the above limits equal the Riemann integral of f and Pn can be
chosen such that Pn ⊆ Pn+1 and ∥Pn∥ → 0.

Proof. If there is such a sequence of partitions then f is integrable by
limn L(Pn, f) ≤ supP L(P, f) ≤ infP U(P, f) ≤ limn U(Pn, f).

Conversely, given an integrable f , there is a sequence of partitions PL,n
such that

∫
f(x)dx = limn L(PL,n, f) and a sequence PU,n such that

∫
f(x)dx =

limn U(PU,n, f). By (2.87) the common refinement Pn = PL,n ∪ PU,n is the
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partition we are looking for. Since, again by (2.87), any refinement will also
work, the last claim follows. □

Note that when computing the Riemann integral as in the previous
lemma one could choose instead of mj or Mj any value in [mj ,Mj ] (e.g.
f(xj−1) or f(xj)).

With the help of this lemma we can give a characterization of Riemann
integrable functions and show that the Riemann integral coincides with the
Lebesgue integral.

Theorem 2.28 (Lebesgue). A bounded measurable function f : [a, b] → R is
Riemann integrable if and only if the set of its discontinuities is of Lebesgue
measure zero. Moreover, in this case the Riemann and the Lebesgue integral
of f coincide.

Proof. Suppose f is Riemann integrable and let Pj be a sequence of par-
titions as in Lemma 2.27. Then sf,Pj ,−(x) will be monotone and hence
converge to some function sf,−(x) ≤ f(x). Similarly, sf,Pj ,+(x) will converge
to some function sf,+(x) ≥ f(x). Moreover, by dominated convergence

0 = lim
j

∫ (
sf,Pj ,+(x)− sf,Pj ,−(x)

)
dx =

∫ (
sf,+(x)− sf,−(x)

)
dx

and thus by Lemma 2.6 sf,+(x) = sf,−(x) almost everywhere. Moreover, f is
continuous at every x at which equality holds and which is not in any of the
partitions. Since the first as well as the second set have Lebesgue measure
zero, f is continuous almost everywhere and

lim
j
L(Pj , f) = lim

j
U(Pj , f) =

∫
sf,±(x)dx =

∫
f(x)dx.

Conversely, let f be continuous almost everywhere and choose some sequence
of partitions Pj with ∥Pj∥ → 0. Then at every x where f is continuous we
have limj sf,Pj ,±(x) = f(x) implying

lim
j
L(Pj , f) =

∫
sf,−(x)dx =

∫
f(x)dx =

∫
sf,+(x)dx = lim

j
U(Pj , f)

by the dominated convergence theorem. □

Note that if f is not assumed to be measurable, the above proof still
shows that f satisfies sf,− ≤ f ≤ sf,+ for two measurable functions sf,±
which are equal almost everywhere. Hence if we replace the Lebesgue mea-
sure by its completion, we can drop this assumption.

Finally, recall that if one endpoint is unbounded or f is unbounded near
one endpoint, one defines the improper Riemann integral by taking limits
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towards this endpoint. More specifically, if f is Riemann integrable for every
(a, c) ⊂ (a, b) one defines∫ b

a
f(x)dx := lim

c↑b

∫ c

a
f(x)dx (2.92)

with an analogous definition if f is Riemann integrable for every (c, b) ⊂
(a, b). Note that in this case improper integrability no longer implies Lebesgue
integrability unless |f(x)| has a finite improper integral.
Example 2.24. The prototypical example being the Dirichlet integral12∫ ∞

0

sin(x)

x
dx = lim

c→∞

∫ c

0

sin(x)

x
dx =

π

2

(cf. Problem 9.35) which does not exist as a Lebesgue integral since∫ ∞

0

| sin(x)|
x

dx ≥
∞∑
k=0

∫ 3π/4

π/4

| sin(kπ + x)|
kπ + 3/4

dx ≥ 1

2
√
2

∞∑
k=1

1

k
= ∞. ⋄

Problem* 2.39. Show that for any function f ∈ C[a, b] we have

lim
∥P∥→0

L(P, f) = lim
∥P∥→0

U(P, f).

In particular, f is Riemann integrable.

Problem 2.40. Suppose f is Riemann integrable and ϕ is Lipschitz contin-
uous on the range of f , then ϕ ◦ f is Riemann integrable. Moreover, show
that if f, g are Riemann integrable, so is fg. (Hint: The second claim can
be reduced to the first using ϕ(x) = x2.)

Problem 2.41. Show that the uniform limit of Riemann integrable functions
is again Riemann integrable. Conclude that in the previous problem it suffices
to assume that ϕ is continuous.

Problem 2.42. Let {qn}n∈N be an enumeration of the rational numbers in
[0, 1). Show that

f(x) :=
∑

n∈N:qn<x

1

2n

is discontinuous at every qn but still Riemann integrable.

12Peter Gustav Lejeune Dirichlet (1805 –1859), German mathematician

http://en.wikipedia.org/wiki/Peter Gustav Lejeune Dirichlet


Chapter 3

The Lebesgue spaces Lp

3.1. Functions almost everywhere

We fix some measure space (X,Σ, µ) and define the Lp norm by

∥f∥p :=
(∫

X
|f |p dµ

)1/p

, 1 ≤ p, (3.1)

and denote by Lp(X, dµ) the set of all complex-valued measurable functions
for which ∥f∥p is finite. First of all note that Lp(X, dµ) is a vector space,
since |f + g|p ≤ 2pmax(|f |, |g|)p = 2pmax(|f |p, |g|p) ≤ 2p(|f |p + |g|p). Of
course our hope is that Lp(X, dµ) is a Banach space. However, Lemma 2.6
implies that there is a small technical problem (recall that a property is said
to hold almost everywhere if the set where it fails to hold is contained in a
set of measure zero):

Lemma 3.1. Let f be measurable. Then∫
X
|f |p dµ = 0 (3.2)

if and only if f(x) = 0 almost everywhere with respect to µ.

Thus ∥f∥p = 0 only implies f(x) = 0 for almost every x, but not for all!
Hence ∥.∥p is not a norm on Lp(X, dµ). The way out of this misery is to
identify functions which are equal almost everywhere: Let

N (X, dµ) := {f |f(x) = 0 µ-almost everywhere}. (3.3)

Then N (X, dµ) is a linear subspace of Lp(X, dµ) and we can consider the
quotient space

Lp(X, dµ) := Lp(X, dµ)/N (X, dµ). (3.4)

75
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If dµ is the Lebesgue measure on X ⊆ Rn, we simply write Lp(X). Observe
that ∥f∥p is well defined on Lp(X, dµ).

Even though the elements of Lp(X, dµ) are, strictly speaking, equiva-
lence classes of functions, we will still treat them as functions for notational
convenience. However, if we do so, it is important to ensure that every state-
ment made does not depend on the representative in the equivalence classes.
In particular, note that for f ∈ Lp(X, dµ) the value f(x) is not well de-
fined. However, there are situations where a well-defined value f(x) can be
assigned. For example, if f has a continuous representative (and continuous
functions with different values are in different equivalence classes, e.g., in the
case of Lebesgue measure).

With this modification we are back in business since Lp(X, dµ) turns out
to be a Banach space. We will show this in the following sections. Moreover,
note that L2(X, dµ) is a Hilbert1 space with scalar product given by

⟨f, g⟩ :=
∫
X
f(x)∗g(x)dµ(x). (3.5)

But before that let us also define L∞(X, dµ). It should be the set of bounded
measurable functions B(X) together with the sup norm. The only problem is
that if we want to identify functions equal almost everywhere, the supremum
is no longer independent of the representative in the equivalence class. The
solution is the essential supremum

∥f∥∞ := inf{C |µ({x| |f(x)| > C}) = 0}. (3.6)

That is, C is an essential bound if |f(x)| ≤ C almost everywhere and the
essential supremum is the infimum over all essential bounds.
Example 3.1. If λ is the Lebesgue measure, then the essential sup of χQ
with respect to λ is 0. If Θ is the Dirac measure centered at 0, then the
essential sup of χQ with respect to Θ is 1 (since χQ(0) = 1, and x = 0 is the
only point which counts for Θ). ⋄

As before we set

L∞(X, dµ) := B(X)/N (X, dµ) (3.7)

and observe that ∥f∥∞ is independent of the representative from the equiv-
alence class.

If you wonder where the ∞ comes from, have a look at Problem 3.2.
Since the support of a function in Lp is also not well defined one uses the

essential support in this case:

supp(f) = X \
⋃

{O|f = 0 µ-almost everywhere on O ⊆ X open}. (3.8)

1David Hilbert (1862–1943), German mathematician

http://en.wikipedia.org/wiki/David Hilbert
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In other words, x is in the essential support if for every neighborhood the
set of points where f does not vanish has positive measure. Here we use the
same notation as for functions and it should be understood from the context
which one is meant. Note that the essential support is independent of the
representative and always no larger than the support of any representative
(since we get the latter if we require f to vanish everywhere on O in the
above definition).
Example 3.2. The support of χQ is Q = R but the essential support with
respect to Lebesgue measure is ∅ since the function is 0 a.e. ⋄

If X is a locally compact Hausdorff space (together with the Borel sigma
algebra), a function is called locally integrable if it is integrable when
restricted to any compact subset K ⊆ X. The set of all (equivalence classes
of) locally integrable functions will be denoted by L1

loc(X, dµ). We will say
that fn → f in L1

loc(X, dµ) if this holds on L1(K, dµ) for all compact subsets
K ⊆ X. Of course this definition extends to Lp for any 1 ≤ p ≤ ∞.

Problem* 3.1. Let ∥.∥ be a seminorm on a vector space X. Show that
N := {x ∈ X| ∥x∥ = 0} is a vector space. Show that the quotient space X/N
is a normed space with norm ∥x+N∥ := ∥x∥.

Problem* 3.2. Suppose µ(X) < ∞. Show that L∞(X, dµ) ⊆ Lp(X, dµ)
and

lim
p→∞

∥f∥p = ∥f∥∞, f ∈ L∞(X, dµ).

Problem 3.3. Consider X := (0, 1) with Lebesgue measure. Is it true that⋂
1≤p<∞

Lp(0, 1) = L∞(0, 1)?

Problem 3.4. Construct a function f ∈ Lp(0, 1) which has a singularity at
every rational number in [0, 1] (such that the essential supremum is infinite
on every open subinterval). (Hint: Start with the function f0(x) = |x|−α
which has a single singularity at 0, then fj(x) = f0(x−xj) has a singularity
at xj.)

Problem 3.5. Show that µ({x| |f(x)| > ∥f∥∞}) = 0.

Problem 3.6. Show that for a continuous function on Rn the support and
the essential support with respect to Lebesgue measure coincide.

3.2. Jensen ≤ Hölder ≤ Minkowski

As a preparation for proving that Lp is a Banach space, we will need Hölder’s
inequality, which plays a central role in the theory of Lp spaces. In particu-
lar, Hölder’s inequality will imply Minkowski’s inequality, which is just the
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Figure 3.1. A convex function lies below its secant lines

triangle inequality for Lp. Our proof is based on Jensen’s inequality and
emphasizes the connection with convexity. In fact, the triangle inequality
just states that a norm is convex:

∥(1− λ)f + λ g∥ ≤ (1− λ)∥f∥+ λ∥g∥, λ ∈ (0, 1). (3.9)

Recall that a real function φ defined on an open interval (a, b) is called
convex if

φ((1− λ)x+ λy) ≤ (1− λ)φ(x) + λφ(y), λ ∈ (0, 1), (3.10)

that is, on (x, y) the graph of φ(x) lies below or on the line connecting
(x, φ(x)) and (y, φ(y)), see Figure 3.1. If the inequality is strict, then φ is
called strictly convex. A function φ is concave if −φ is convex.

Lemma 3.2. Let φ : (a, b) → R be convex. Then

(i) φ is locally Lipschitz continuous.

(ii) The left/right derivatives φ′
±(x) := limε↓0

φ(x±ε)−φ(x)
±ε exist and are

monotone nondecreasing. Moreover, φ′ exists except at a countable
number of points.

(iii) For fixed x we have φ(y) ≥ φ(x) + α(y − x) for every α with
φ′
−(x) ≤ α ≤ φ′

+(x). The inequality is strict for y ̸= x if φ is
strictly convex.

Proof. Abbreviate D(x, y) = D(y, x) := φ(y)−φ(x)
y−x and observe (use z =

(1− λ)x+ λy) that the definition implies

D(x, z) ≤ D(x, y) ≤ D(y, z), x < z < y,

where the inequalities are strict if φ is strictly convex. Hence choosing a
monotone increasing sequence xn ↑ x we get that D(xn, x) is monotone in-
creasing and bounded by D(x, y) for y > x. Hence the limit φ′

−(x) ≤ D(x, y)
exists. Similarly, φ′

+(x) exists and we have φ′
−(x) ≤ φ′

+(x) ≤ D(x, y) ≤
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φ′
−(y) ≤ φ′

+(y) for x < y. So (ii) follows after observing that a monotone
function can have at most a countable number of jumps. Next

φ′
+(x) ≤ D(x, y) ≤ φ′

−(y), x < y,

shows φ(y) ≥ φ(x) + φ′
±(x)(y − x) if ±(y − x) > 0 and proves (iii). More-

over, φ′
+(z) ≤ D(x, y) ≤ φ′

−(z̃) for z < x, y < z̃ shows |φ(y) − φ(x)| ≤
max(|φ′

+(z)|, |φ′
−(z̃)|)|x− y| and proves (i). □

Remark: It is not hard to see that φ ∈ C1 is convex if and only if φ′(x)
is monotone nondecreasing (e.g., φ′′ ≥ 0 if φ ∈ C2) — Problem 3.7.

With these preparations out of the way we can show

Theorem 3.3 (Jensen’s inequality2). Let φ : (a, b) → R be convex (a = −∞
or b = ∞ being allowed). Suppose µ is a finite measure satisfying µ(X) = 1
and f ∈ L1(X, dµ) with a < f(x) < b. Then the negative part of φ ◦ f is
integrable and

φ
( ∫

X
f dµ

)
≤
∫
X
(φ ◦ f) dµ. (3.11)

For f ≥ 0 the requirement that f is integrable can be dropped if φ(b) is
understood as limx→b φ(x). Similarly, if φ(x) depends only on the absolute
value of x, finiteness of the right-hand side will imply integrability of f .

Proof. By (iii) of the previous lemma we have

φ(f(x)) ≥ φ(I) + α(f(x)− I), I =

∫
X
f dµ ∈ (a, b).

This shows that the negative part of φ ◦ f is integrable and integrating
over X finishes the proof in the case f ∈ L1. If f ≥ 0 we note that for
Xn = {x ∈ X|f(x) ≤ n} the first part implies

φ
( 1

µ(Xn)

∫
Xn

f dµ
)
≤ 1

µ(Xn)

∫
Xn

φ(f) dµ.

Taking n → ∞ the claim follows from Xn ↗ X and the monotone conver-
gence theorem. If φ(x) depends only on the absolute value, we can replace
f by |f | to conclude that f is integrable. □

Observe that if φ is strictly convex, then equality can only occur if f is
constant.

Now we are ready to prove

2Johan Jensen (1859–1925)), Danish mathematician and engineer

http://en.wikipedia.org/wiki/Johan Jensen (mathematician)
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Theorem 3.4 (Hölder’s inequality3). Let µ be a measure on some measure-
able space X. Let p and q be dual indices; that is,

1

p
+

1

q
= 1 (3.12)

with 1 ≤ p ≤ ∞. If f ∈ Lp(X, dµ) and g ∈ Lq(X, dµ), then fg ∈ L1(X, dµ)
and

∥f g∥1 ≤ ∥f∥p∥g∥q. (3.13)

Proof. The case p = 1, q = ∞ (respectively p = ∞, q = 1) follows directly
from the properties of the integral and hence it remains to consider 1 <
p, q <∞.

First of all it is no restriction to assume ∥g∥q = 1. Let A = {x| |g(x)| >
0}, then (note (1− q)p = −q)

∥f g∥p1 =
∣∣∣ ∫

A
|f | |g|1−q|g|qdµ

∣∣∣p ≤ ∫
A
(|f | |g|1−q)p|g|qdµ =

∫
A
|f |pdµ ≤ ∥f∥pp,

where we have used Jensen’s inequality with φ(x) = |x|p applied to the
function h = |f | |g|1−q and measure dν = |g|qdµ (note ν(X) =

∫
|g|qdµ =

∥g∥qq = 1). □

Note that in the special case p = 2 we have q = 2 and Hölder’s inequality
reduces to the Cauchy–Schwarz inequality. For a generalization see Prob-
lem 3.10. Moreover, in the case 1 < p <∞ the function xp is strictly convex
and equality will occur precisely if |f | is a multiple of |g|q−1 or g is trivial.
This gives us a

Corollary 3.5. Consider f ∈ Lp(X, dµ) with 1 ≤ p < ∞ and let q be the
corresponding dual index, 1

p +
1
q = 1. Then

∥f∥p = sup
∥g∥q=1

∣∣∣∣∫
X
fg dµ

∣∣∣∣ . (3.14)

If every set of infinite measure has a subset of finite positive measure (e.g. if
µ is σ-finite), then the claim also holds for p = ∞.

Proof. In the case 1 < p <∞ equality is attained for g = c−1 sign(f∗)|f |p−1,
where c = ∥|f |p−1∥q = ∥f∥p−1

p (assuming c > 0 w.l.o.g.). In the case p = 1
equality is attained for g = sign(f∗). Now let us turn to the case p =
∞. For every ε > 0 the set Aε = {x| |f(x)| ≥ ∥f∥∞ − ε} has positive
measure. Moreover, by assumption on µ we can choose a subsetBε ⊆ Aε with
finite positive measure. Then gε = sign(f∗)χBε/µ(Bε) satisfies

∫
X fgε dµ ≥

∥f∥∞ − ε. □

3Otto Hölder (1859–1937), German mathematician

https://en.wikipedia.org/wiki/Otto_H%C3%B6lder
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Of course it suffices to take the sup in (3.14) over a dense set of Lq (e.g.
integrable simple functions — see Problem 3.23). Moreover, note that the
extra assumption for p = ∞ is crucial since if there is a set of infinite mea-
sure which has no subset with finite positive measure, then every integrable
function must vanish on this subset.

If it is not a priori known that f ∈ Lp, the following generalization will
be useful.

Lemma 3.6. Suppose µ is a σ-finite measure on some measureable space
X. Let 1 ≤ p ≤ ∞ with q the corresponding dual index, 1

p + 1
q = 1. If

f ̸∈ Lp(X, dµ) is measurable then there exists a sequence of simple functions
sn with ∥sn∥q = 1 such that Re(fsn) ≥ 0 and

lim
n→∞

∫
X
Re(fsn)dµ = ∞.

In particular, for any measurable f we have

∥f∥p = sup
s simple, ∥s∥q=1

∣∣∣∣∫
X
fs dµ

∣∣∣∣ = sup
∥g∥q=1

∣∣∣∣∫
X
fg dµ

∣∣∣∣ ,
where we set

∫
X fg dµ := ∞ if fg is not integrable.

Proof. If f ̸∈ Lp we can split f into nonnegative functions f = f1 − f2 +
i(f3−f4) as usual and assume f1 ̸∈ Lp without loss of generality. Now choose
psn ↗ f1 as in (2.6). Moreover, since µ is σ-finite we can find Xn ↗ X with
µ(Xn) < ∞. Then s̃n = χXnpsn will be in Lp and will still satisfy s̃n ↗ f1.
Now if 1 < p <∞ choose sn = (

∫
s̃pndµ)−1/q s̃p−1

n ∈ Lq. Then

∫
X
Re(fsn)dµ =

∫
X
f1sndµ =

(∫
X s̃

p−1
n f1dµ∫
X s̃

p
ndµ

)1/q (∫
X
s̃p−1
n f1dµ

)1/p

≥
(∫

X
s̃p−1
n f1dµ

)1/p

→ ∞

by monotone convergence. Similarly, if p = 1 set sn = χXn∩supp(f1) ∈ L∞

and observe
∫
X Re(fsn)dµ =

∫
Xn

f1dµ → ∞. If p = ∞ then for every n

there is some m such that µ(An) > 0, where An = {x ∈ Xm|f1(x) ≥ n}.
Now use sn = µ(An)

−1χAn ∈ L1 proceed as before.
If ∥f∥p < ∞ the final claim follows from the previous corollary since

simple functions are dense (Problem 3.23). If ∥f∥p = ∞ it follows from the
first part. □

As another consequence we get
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Theorem 3.7 (Minkowski’s integral inequality4). Suppose, µ and ν are two
σ-finite measures on some measurable spaces X and Y , respectively, and that
f is µ⊗ ν measurable. Let 1 ≤ p ≤ ∞. Then∥∥∥∥∫

Y
f(., y)dν(y)

∥∥∥∥
p

≤
∫
Y
∥f(., y)∥pdν(y), (3.15)

where the p-norm is computed with respect to µ. In particular, this says that
f(x, .) is integrable for a.e x and

∫
Y f(., y)dν(y) ∈ Lp(X, dµ) if the integral

on the right is finite.

Proof. Let g ∈ Lq(X, dµ) with g ≥ 0 and ∥g∥q = 1. Then using Fubini∫
X
g(x)

∫
Y
|f(x, y)|dν(y)dµ(x) =

∫
Y

∫
X
|f(x, y)|g(x)dµ(x)dν(y)

≤
∫
Y
∥f(., y)∥pdν(y)

and the claim follows from Lemma 3.6. □

In the special case where ν is supported on two points this reduces to
the triangle inequality (our proof inherits the assumption that µ is σ-finite,
but this can be avoided – Problem 3.9).

Corollary 3.8 (Minkowski’s inequality). Let f, g ∈ Lp(X, dµ), 1 ≤ p ≤ ∞.
Then

∥f + g∥p ≤ ∥f∥p + ∥g∥p. (3.16)

This shows that Lp(X, dµ) is a normed vector space.
Note that Fatou’s lemma implies that the norm is lower semi continuous

∥f∥p ≤ lim infn→∞ ∥fn∥p with respect to pointwise convergence (a.e.). The
next lemma sheds some light on the missing part.

Lemma 3.9 (Brezis–Lieb5). Suppose µ is a measure on some measureable
space X. Let 1 ≤ p < ∞ and let fn ∈ Lp(X, dµ) be a sequence which
converges pointwise a.e. to f such that ∥fn∥p ≤ C. Then f ∈ Lp(X, dµ) and

lim
n→∞

(
∥fn∥pp − ∥fn − f∥pp

)
= ∥f∥pp. (3.17)

In the case p = 1 we can replace ∥fn∥1 ≤ C by f ∈ L1(X, dµ).

Proof. As pointed out before ∥f∥p ≤ lim infn→∞ ∥fn∥p ≤ C which shows
f ∈ Lp(X, dµ). Moreover, one easyly checks the elementary inequality∣∣|s+ t|p − |t|p − |s|p

∣∣ ≤ ε|t|p + Cε|s|p

4Hermann Minkowski (1864–1909), German mathematician
5Haïm Brezis (*1944), French mathematician
5Elliott H. Lieb (*1932), American mathematical physicist

http://en.wikipedia.org/wiki/Hermann Minkowski
https://en.wikipedia.org/wiki/Ha%C3%AFm_Brezis
http://en.wikipedia.org/wiki/Elliott H. Lieb
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(note that by scaling it suffices to consider the case s = 1 and |t| ≤ 1).
Setting t = fn−f and s = f , bringing everything to the right-hand-side and
applying Fatou gives

Cε∥f∥pp ≤ lim inf
n→∞

∫
X

(
ε|fn − f |p + Cε|f |p −

∣∣|fn|p − |f − fn|p − |f |p
∣∣) dµ

≤ ε(2C)p + Cε∥f∥pp − lim sup
n→∞

∫
X

∣∣|fn|p − |f − fn|p − |f |p
∣∣dµ.

Since ε > 0 is arbitrary the claim follows. Finally, note that in the case
p = 1 we can choose ε = 0 and Cε = 2. □

It might be more descriptive to write the conclusion of the lemma as

∥fn∥pp = ∥f∥pp + ∥fn − f∥pp + o(1), (3.18)

which shows an important consequence:

Corollary 3.10. Let 1 ≤ p <∞ and let fn ∈ Lp(X, dµ) be a sequence which
converges pointwise a.e. to f such that either ∥fn∥p ≤ C or f ∈ L1(X, dµ)
if p = 1. Then ∥fn − f∥p → 0 if and only if ∥fn∥p → ∥f∥p.

Note that it even suffices to show lim sup ∥fn∥p ≤ ∥f∥p since ∥f∥p ≤
lim inf ∥fn∥p comes for free from Fatou as pointed out before.

The Lp spaces have another convenient property from a Banach space
point of view if 1 < p <∞. To this end recall that in a Banach space B, the
unit ball is convex by the triangle inequality. Moreover, B is called strictly
convex if the unit ball is a strictly convex set, that is, if for any two points
on the unit sphere their average is inside the unit ball. A more qualitative
notion is to require that if two unit vectors f, g ∈ B satisfy ∥f − g∥ ≥ ε

for some ε > 0, then there is some δ > 0 such that ∥f+g2 ∥ ≤ 1 − δ. In this
case one calls B uniformly convex. We refer to Section 6.5 from [25] for
further details.

For example, in a uniformly convex space the Radon–Riesz theorem
(Theorem 6.19 from [25]) states that a weakly convergent sequence fn ⇀ f
converges in norm fn → f if and only if lim sup ∥fn∥ ≤ ∥f∥.

Theorem 3.11 (Clarkson6). Suppose µ is a measure on some measureable
space X. Suppose 1 < p <∞, then Lp(X, dµ) is uniformly convex.

Proof. As a preparation we note that strict convexity of |.|p implies that
| t+s2 |p ≤ | |t|+|s|

2 |p < |t|p+|s|p
2 for t ̸= s and hence

ρ(ε) := min

{
|t|p + |s|p

2
−
∣∣ t+ s

2

∣∣p∣∣∣|t|p + |s|p = 2,
∣∣ t− s

2

∣∣p ≥ ε

}
> 0

6James A. Clarkson (1906–1970), American mathematician

http://en.wikipedia.org/wiki/James A. Clarkson
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for ε > 0. Hence, by scaling,∣∣ t− s

2

∣∣p ≥ ε
|t|p + |s|p

2
⇒ |t|p + |s|p

2
ρ(ε) ≤ |t|p + |s|p

2
−
∣∣ t+ s

2

∣∣p.
Now given f, g with ∥f∥p = ∥g∥p = 1 and ε > 0 we need to find a δ > 0 such
that ∥f+g2 ∥p > 1− δ implies ∥f − g∥p < 2ε. Introduce

M :=

{
x ∈ X

∣∣∣∣∣f(x)− g(x)

2

∣∣p ≥ ε
|f(x)|p + |g(x)|p

2

}
.

Then∫
X

∣∣f − g

2

∣∣pdµ =

∫
X\M

∣∣f − g

2

∣∣pdµ+

∫
M

∣∣f − g

2

∣∣pdµ
≤ ε

∫
X\M

|f |p + |g|p

2
dµ+

1

ρ(ε)

∫
M

(
|f |p + |g|p

2
−
∣∣f + g

2

∣∣p) dµ
≤ ε+

1− (1− δ)p

ρ(ε)
< 2ε

provided δ < (1− ερ(ε))1/p − 1. □

Note that this also gives uniform convexity of vector-valued spaces since
we can identify Lp(X1, dµ1)⊕p L

p(X2, dµ2) with Lp(X1 ⊕X2, d(µ1 ⊕ µ2)) if
we identify (f1, f2) with f defined to be f := f1 on X1 and f := f2 on X2.

In particular, by the Milman–Pettis theorem (Theorem 6.21 from [25]),
Lp(X, dµ) is reflexive for 1 < p <∞. We will give a direct proof for this fact
in Corollary 6.2.

Problem* 3.7. Show that a differentiable function φ : (a, b) → R is (strictly)
convex if and only if φ′ is (strictly) increasing. Moreover, if φ is twice dif-
ferentiable it is (strictly) convex if and only if φ′′ ≥ 0 (φ′′ > 0 a.e.).

Problem 3.8. Prove
n∏
k=1

xαk
k ≤

n∑
k=1

αkxk, if
n∑
k=1

αk = 1,

for αk > 0, xk > 0. (Hint: Take a sum of Dirac-measures and use that the
exponential function is convex.)

Problem 3.9. Show Minkowski’s inequality directly from Hölder’s inequal-
ity. Show that Lp(X, dµ) is strictly convex for 1 < p < ∞ but not for
p = 1,∞ if X contains two disjoint subsets of positive finite measure. (Hint:
Start from |f + g|p ≤ |f | |f + g|p−1 + |g| |f + g|p−1.)

Problem* 3.10. Show the generalized Hölder’s inequality:

∥f g∥r ≤ ∥f∥p∥g∥q,
1

p
+

1

q
=

1

r
. (3.19)
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Here we can allow p, q, r ∈ (0,∞] but of course ∥.∥p will only be a norm for
p ≥ 1.

Problem* 3.11. Show the iterated Hölder’s inequality:

∥f1 · · · fm∥r ≤
m∏
j=1

∥fj∥pj ,
1

p1
+ · · ·+ 1

pm
=

1

r
. (3.20)

Again with pj , r ∈ (0,∞] as in the previous problem.

Problem* 3.12. Suppose µ is finite. Show that Lp ⊆ Lp0 and

∥f∥p0 ≤ µ(X)
1
p0

− 1
p ∥f∥p, 1 ≤ p0 ≤ p.

(Hint: Generalized Hölder’s inequality.)

Problem* 3.13. Show that if f ∈ Lp0 ∩ Lp1 for some p0 < p1 then f ∈ Lp

for every p ∈ [p0, p1] and we have the Lyapunov inequality7

∥f∥p ≤ ∥f∥1−θp0 ∥f∥θp1 ,

where 1
p = 1−θ

p0
+ θ

p1
, θ ∈ (0, 1). (Hint: Generalized Hölder inequality from

Problem 3.10.)

Problem 3.14. Let 1 < p < ∞ and µ σ-finite. Let fn ∈ Lp(X, dµ) be a
sequence which converges pointwise a.e. to f such that ∥fn∥p ≤ C. Then∫

X
fng dµ→

∫
X
fg dµ

for every g ∈ Lq(X, dµ). By Theorem 6.1 this implies that fn converges
weakly to f . (Hint: Recall that since fn is bounded, it suffices to check
convergence on a total subset of Lq (cf. Problem 4.48 from [25]) and use
Theorem 1.25.)

Problem 3.15. Show that the Radon–Riesz theorem fails for p = 1: Find
a sequence fn ∈ L1(0, 1) such that fn ≥ 0,

∫ 1
0 fng dx →

∫ 1
0 fg dx for every

g ∈ L∞(0, 1) (i.e. fn ⇀ f by Theorem 6.1), ∥fn∥1 → ∥f∥1 but ∥fn−f∥1 ̸→ 0.
(Hint: Riemann–Lebesgue lemma.)

Problem 3.16. Given a function f ∈ Lp(Rn) define its spherical average
as

f̃(r) = S−1
n

∫
Sn−1

f(rω)dσn−1(ω).

Show that f̃ is well-defined (a.e.) and satisfies(
Sn

∫ ∞

0
|f̃(r)|prn−1dr

)1/p

≤ ∥f∥p, 1 ≤ p <∞,

with equality for radial functions. In the case p = ∞ we have ∥f̃∥∞ ≤ ∥f∥∞.
7Aleksandr Lyapunov (1857–1918), Russian mathematician, mechanician and physicist

http://en.wikipedia.org/wiki/Aleksandr Lyapunov
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Problem 3.17 (Hardy inequality8). Show that the integral operator

(Kf)(x) :=
1

x

∫ x

0
f(y)dy

is bounded in Lp(0,∞) for 1 < p ≤ ∞:

∥Kf∥p ≤
p

p− 1
∥f∥p.

(Hint: Note (Kf)(x) =
∫ 1
0 f(sx)ds and apply Minkowski’s integral inequal-

ity.)

3.3. Nothing missing in Lp

Finally it remains to show that Lp(X, dµ) is complete.

Theorem 3.12 (Riesz–Fischer). Suppose µ is a measure on some measure-
able space X. The space Lp(X, dµ), 1 ≤ p ≤ ∞, is a Banach space.

Proof. We begin with the case 1 ≤ p < ∞. Suppose fn is a Cauchy se-
quence. It suffices to show that some subsequence converges (show this).
Hence we can drop some terms such that

∥fn+1 − fn∥p ≤
1

2n
.

Now consider gn := fn − fn−1 (set f0 := 0). Then

G(x) :=
∞∑
k=1

|gk(x)|

is in Lp. This follows from∥∥∥ n∑
k=1

|gk|
∥∥∥
p
≤

n∑
k=1

∥gk∥p ≤ ∥f1∥p + 1

using the monotone convergence theorem. In particular, G(x) < ∞ almost
everywhere and the sum

∞∑
n=1

gn(x) = lim
n→∞

fn(x)

is absolutely convergent for those x. Now let f(x) be this limit. Since
|f(x) − fn(x)|p converges to zero almost everywhere and |f(x) − fn(x)|p ≤
(2G(x))p ∈ L1, dominated convergence shows ∥f − fn∥p → 0.

In the case p = ∞ note that the Cauchy sequence property |fn(x) −
fm(x)| < ε for n,m > N holds except for sets Am,n of measure zero. Since
A :=

⋃
n,mAn,m is again of measure zero, we see that fn(x) is a Cauchy

8G. H. Hardy (1877–1947), English mathematician

http://en.wikipedia.org/wiki/G. H. Hardy
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sequence for x ∈ X\A. The pointwise limit f(x) = limn→∞ fn(x), x ∈ X\A,
is the required limit in L∞(X, dµ) (show this). □

In particular, in the proof of the last theorem we have seen:

Corollary 3.13. If ∥fn − f∥p → 0, 1 ≤ p ≤ ∞, then there is a subsequence
fnj (of representatives) which converges pointwise almost everywhere and
a nonnegative function G ∈ Lp(X, dµ) such that |fnj (x)| ≤ G(x) almost
everywhere.

Consequently, if fn ∈ Lp0 ∩Lp1 converges in both Lp0 and Lp1 , then the
limits will be equal a.e. Be warned that this corollary is not true in general
without passing to a subsequence (Problem 3.18).

It even turns out that Lp is separable.

Lemma 3.14. Suppose X is a second countable Hausdorff space (i.e., it has
a countable basis) and µ is an outer regular Borel measure. Then Lp(X, dµ),
1 ≤ p < ∞, is separable. In particular, for every countable base the set of
characteristic functions χO(x) with O in this base and µ(O) finite is total.

Proof. The set of all characteristic functions χA(x) with A ∈ Σ and µ(A) <
∞ is total by construction of the integral (Problem 3.23). Now our strategy
is as follows: Using outer regularity, we can restrict A to open sets and using
the existence of a countable base, we can restrict A to open sets from this
base.

Fix A. By outer regularity, there is a decreasing sequence of open sets
On ⊇ A such that µ(On) → µ(A). Since µ(A) < ∞, it is no restriction to
assume µ(On) <∞, and thus ∥χA−χOn∥

p
p = µ(On\A) = µ(On)−µ(A) → 0.

Thus the set of all characteristic functions χO(x) with O open and µ(O) <∞
is total. Finally let B be a countable base for the topology. Then, every
open set O can be written as O =

⋃∞
j=1 Õj with Õj ∈ B. Moreover, by

considering the set of all finite unions of elements from B, it is no restriction
to assume

⋃n
j=1 Õj ∈ B. Hence there is an increasing sequence Õn ↗ O with

Õn ∈ B. By monotone convergence, ∥χO − χÕn
∥p → 0 and hence the set of

all characteristic functions χÕ with Õ ∈ B is total. □

Finally, we give a characterization of relatively compact sets. Our proof
is based on the following simple criterion (compare Lemma 1.11 from [25]
for further background):

Lemma 3.15. Let X be a Banach space and K some subset. Assume that
for every ε > 0 there is a linear map Pε onto a finite dimensional subspace
Yε such that ∥Pε∥ ≤ C, PεK is bounded, and ∥(1 − Pε)x∥ ≤ ε for x ∈ K.
Then K is relatively compact.
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Proof. We use the fact that in a metric space a set is relatively compact
if and only if it is totally bounded (i.e. for every ε > 0 it can be covered
by a finite number of balls of radius ε) together with the fact that in a
finite dimensional Banach space the relatively compact sets are precisely the
bounded ones (the Heine–Borel theorem).

Fix ε > 0. Then by total boundedness of Pε(K) we can find an ε-
cover {Bε(yj)}mj=1 for Pε(K). Now if we choose xj ∈ P−1

ε ({yj}) ∩K, then
{B3ε(xj)}nj=1 is a 3ε-cover for K. Indeed for x ∈ K we have Pεx ∈ Bε(yj) for
some j and hence ∥x−xj∥ ≤ ∥(1−Pε)x∥+∥Pεx−yj∥+∥(1−Pε)xj∥ < 3ε. □

To formulate our result let X ⊆ Rn be open, f ∈ Lp(X) and consider
the translation operator

Ta(f)(x) :=

{
f(x− a), x− a ∈ X,

0, else,
(3.21)

for fixed a ∈ Rn. Then one checks ∥Ta∥ = 1 (unless |(X − a) ∩ X| = 0 in
which case Ta ≡ 0) and Taf → f as a→ 0 for 1 ≤ p <∞ (Problem 3.19).

Theorem 3.16 (Kolmogorov–Riesz–Sudakov9). Let X ⊆ Rn be open. A
subset F of Lp(X), 1 ≤ p <∞, is relatively compact if and only if

(i) for every ε > 0 there is some δ > 0 such that ∥Taf − f∥p ≤ ε for
all |a| ≤ δ and f ∈ F .

(ii) for every ε > 0 there is some r > 0 such that ∥(1− χBr(0))f∥p ≤ ε
for all f ∈ F .

Of course the last condition is void if X is bounded.

Proof. We first show that F is bounded. For this fix ε = 1 and choose δ, r
according to (i), (ii), respectively. Then

∥fχBr(x)∥p ≤ ∥(f − Tyf)χBr(x)∥p + ∥TyfχBr(x)∥p ≤ 1 + ∥fχBr(x+y)∥p

for f ∈ F and |y| ≤ δ. Hence by induction ∥fχBr(0)∥p ≤ m + ∥fχBr(my)∥p
and choosing |y| = δ and m ≥ 2r

δ such that Br(my) ∩Br(0) = ∅ we obtain

∥f∥p = ∥fχBr(0)∥p + ∥fχRn\Br(0)∥p ≤ 2 +m.

To use our lemma we fix ε and choose a cube Q centered at 0 with side
length δ according to (i) and finitely many disjoint cubes {Qj}mj=1 of side
length δ/2 such that they cover Br(0) with r as in (ii). Now let Y be the

9Andrey Kolmogorov (1903–1987), Soviet mathematician
9Marcel Riesz (1886 –1969), Hungarian mathematician
9Vladimir Nikolaevich Sudakov (1934–2016), Soviet mathematician

http://en.wikipedia.org/wiki/Andrey Kolmogorov
http://en.wikipedia.org/wiki/Marcel Riesz
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finite dimensional subspace spanned by the characteristic functions of the
cubes Qj and let

Pmf :=
m∑
j=1

(
1

|Qj |

∫
Qj

f(y)dny

)
χQj

be the projection from Lp(X) onto Y . Note that using the triangle inequality
and then Hölder’s inequality shows

∥Pmf∥p ≤
m∑
j=1

(
1

|Qj |

∫
Qj

|f(y)|dny

)
∥χQj∥p ≤

m∑
j=1

∥f∥Lp(Qj) ≤ ∥f∥p

and since F is bounded, so is PmF . Moreover, for f ∈ F we have

∥(1− Pm)f∥pp ≤ εp +
m∑
j=1

∫
Qj

|f(x)− Pmf(x)|pdnx

and using Jensen’s inequality we further get

∥(1− Pm)f∥pp ≤ εp +

m∑
j=1

∫
Qj

1

|Qj |

∫
Qj

|f(x)− f(y)|pdny dnx

≤ εp +
m∑
j=1

∫
Qj

2n

|Q|

∫
Q
|f(x)− f(x− y)|pdny dnx

≤ εp +
2n

|Q|

∫
Q
∥f − Tyf∥ppdny ≤ (1 + 2n)εp,

since x, y ∈ Qj implies x− y ∈ Q.
Conversely, suppose F is relatively compact. To see (i) and (ii) pick an

ε-cover {Bε(fj)}mj=1 and choose δ such that ∥fj − Tafj∥p ≤ ε for all |a| ≤ δ

and 1 ≤ j ≤ m. Then for every f there is some j such that f ∈ Bε(fj) and
hence ∥f − Taf∥p ≤ ∥f − fj∥p+ ∥fj − Tafj∥p+ ∥Ta(fj − f)∥p ≤ 3ε implying
(i). For (ii) choose r such that ∥(1−χBr(0))fj∥p ≤ ε for 1 ≤ j ≤ m implying
∥(1− χBr(0))f∥p ≤ 3ε as before. □

Note that it suffices to require (i) on any given ball since the complement
of the ball comes for free from (ii):

Corollary 3.17. A subset F ⊂ Lp(X) is relatively compact if and only if
for every ε > 0 there is some δ > 0 and some r > 0 such that

(i’) ∥(Ta − I)χBr(0)f∥p ≤ ε for all |a| ≤ δ and
(ii) ∥(1− χBr(0))f∥p ≤ ε

for all f ∈ F .
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Moreover, item (i’) could be replaced by any condition ensuring com-
pactness on finite balls (Problem 3.24).
Example 3.3. Choosing a fixed f0 ∈ Lp(X) condition (ii) is for example
satisfied if |f(x)| ≤ |f0(x)| for all f ∈ F . Similarly, if f0(x) ≥ 1 with
lim|x|→∞ f0(x) = ∞ such that ∥f0f∥p ≤ C for all f ∈ F , then (ii) holds
(to see this let ε be given and choose r such that f0(x) ≥ C

ε for |x| ≥ r).
Condition (i) is for example satisfied if F is equicontinuous. ⋄

Problem* 3.18. Find a sequence fn which converges to 0 in Lp(0, 1), 1 ≤
p < ∞, but for which fn(x) → 0 for a.e. x ∈ (0, 1) does not hold. (Hint:
Every n ∈ N can be uniquely written as n = 2m + k with 0 ≤ m and
0 ≤ k < 2m. Now consider the characteristic functions of the intervals
Im,k = [k2−m, (k + 1)2−m].)

Problem* 3.19. Let f ∈ Lp(X), X ⊆ Rn open, 1 ≤ p < ∞ and show that
Taf → f in Lp as a→ 0. (Hint: Start with f ∈ Cc(X) and use Theorem 3.18
below.)

Problem 3.20. Show that Lp(X, dµ) ∩ Lq(X, dµ) (with 1 ≤ p, q ≤ ∞)
together with the norm ∥f∥p,q := ∥f∥p + ∥f∥q is a Banach space.

Problem 3.21. Consider X := (0, 1) with Lebesgue measure. Show that

C := {f ∈ Lp(X)|f(x) ≥ 0 a.e.} ⊂ Lp(X)

is closed. Compute its interior. (Hint: For the second part distinguish 1 ≤
p <∞ and p = ∞.)

Problem 3.22. Let X1, X2 be second countable Hausdorff spaces and let
µ1, µ2 be outer regular σ-finite Borel measures. Let B1, B2 be bases for
X1, X2, respectively. Show that the set of all functions χO1×O2(x1, x2) =
χO1(x1)χO2(x2) for O1 ∈ B1, O2 ∈ B2 is total in L2(X1 × X2, µ1 ⊗ µ2).
(Hint: Lemma 2.13 and 3.14.)

Problem* 3.23. Show that for any f ∈ Lp(X, dµ), 1 ≤ p ≤ ∞ there exists a
sequence of simple functions sn such that |sn| ≤ |f | and sn → f in Lp(X, dµ).
If p < ∞ then sn can be chosen integrable. What about p = ∞? (Remark:
Here we call an element s ∈ Lp(X, dµ) simple if it has a simple representative
and the inequality |sn| ≤ |f | is understood a.e.) (Hint: Problem 2.3.)

Problem* 3.24. Consider F ⊂ Lp(X), 1 ≤ p ≤ ∞. Then F is relatively
compact if F |Br(0) ⊂ Lp(X ∩Br(0)) is relatively compact for every r > 0 and
for every r there is some ε such that ∥(1−χBr(0))f∥p ≤ ε for all f ∈ F . The
converse only holds if p <∞.
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3.4. Approximation by nicer functions

Since measurable functions can be quite wild, they are sometimes hard to
work with. In fact, in many situations some properties are much easier to
prove for a dense set of nice functions and the general case can then be
reduced to the nice case by an approximation argument. But for such a
strategy to work one needs to identify suitable sets of nice functions which
are dense in Lp.

Theorem 3.18. Let X be a locally compact Hausdorff space and let µ be
a regular Borel measure. Then the set Cc(X) of continuous functions with
compact support is dense in Lp(X, dµ), 1 ≤ p <∞.

Proof. As in the proof of Lemma 3.14 the set of all characteristic functions
χK(x) with K compact is total (using inner regularity). Hence it suffices to
show that χK(x) can be approximated by continuous functions. By outer
regularity there is an open set O ⊃ K such that µ(O\K) ≤ ε. By Urysohn’s
lemma (Lemma B.26 from [25]) there is a continuous function fε : X → [0, 1]
with compact support which is 1 on K and 0 outside O. Since∫

X
|χK − fε|pdµ =

∫
O\K

|fε|pdµ ≤ µ(O \K) ≤ ε,

we have ∥fε − χK∥p → 0 and we are done. □

In other words, the completion of Cc(X) (or any larger set of p-integrable
functions) with respect to ∥.∥p gives Lp(X, dµ), 1 ≤ p < ∞, up to isomor-
phism.

Clearly this result has to fail in the case p = ∞ (in general) since the
uniform limit of continuous functions is again continuous. In fact, the closure
of Cc(Rn) in the infinity norm is the space C0(Rn) of continuous functions
vanishing at ∞ (Problem 7.4). Another variant of this result is

Theorem 3.19 (Luzin10). Let X be a locally compact Hausdorff space and let
µ be a finite regular Borel measure. Let f : X → C be an integrable function.
Then for every ε > 0 there is a compact set K ⊆ X with µ(X \K) < ε such
that f is continuous on K.

Proof. Fix ε > 0. By Theorem 3.18 we can find a sequence of continuous
functions fn which converges to f in L1. After passing to a subsequence we
can assume that fn converges a.e. (Corollary 3.13) and by Egorov’s theorem
(Theorem 1.25) there is a subset A with µ(A) < ε

3 away from which the
convergence is uniform. Since the uniform limit of continuous functions
is continuous (Theorem B.35 from [25]), f is continuous on X \ A. By

10Nikolai Luzin (1883–1950), Soviet mathematician

http://en.wikipedia.org/wiki/Nikolai Luzin
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outer regularity we can replace A by a slightly larger open set O such that
µ(O) < ε

2 . Moreover, by inner regularity we can find a compact set K0 such
that µ(X \K0) <

ε
2 . Then K := K0 \ O ⊆ X \ A is compact and satisfies

µ(X \K) < ε. □

If X is some subset of Rn, we can do even better and approximate in-
tegrable functions by smooth functions. We begin with the case of locally
integrable functions f : Rn → C. The idea is to replace the value f(x) by a
suitable average computed from the values in a neighborhood. This is done
by choosing a nonnegative bump function ϕ, whose area is normalized to 1,
and considering the convolution

(ϕ ∗ f)(x) :=
∫
Rn

ϕ(x− y)f(y)dny =

∫
Rn

ϕ(y)f(x− y)dny. (3.22)

For example, if we choose ϕr = |Br(0)|−1χBr(0) to be the characteristic
function of a ball centered at 0, then (ϕr ∗f)(x) will be precisely the average
of the values of f in the ball Br(x). In the general case we can think of
(ϕ ∗ f)(x) as a weighted average. Moreover, if we choose ϕ differentiable, we
can interchange differentiation and integration to conclude that ϕ ∗ f will
also be differentiable. Iterating this argument shows that ϕ ∗ f will have as
many derivatives as ϕ. Finally, if the set over which the average is computed
(i.e., the support of ϕ) shrinks, we expect (ϕ ∗ f)(x) to get closer and closer
to f(x).

To make these ideas precise we begin with a few properties of the con-
volution.

Lemma 3.20. Let f, g, ϕ : Rn → C be locally integrable. The convolution
has the following properties:

(i) f(x− .)g(.) is integrable if and only if f(.)g(x− .) is and

(f ∗ g)(x) = (g ∗ f)(x) (3.23)

in this case.

(ii) Suppose ϕ ∈ Ckb (Rn) and f ∈ L1(Rn), then ϕ ∗ f ∈ Ck(Rn) and

∂α(ϕ ∗ f) = (∂αϕ) ∗ f (3.24)

for any partial derivative of order at most k. If ϕ ∈ Ckc (Rn) the
same conclusion holds for f ∈ L1

loc(Rn).

(iii) We have supp(f ∗ g) ⊆ supp(f) + supp(g). In particular, if ϕ ∈
Ckc (Rn) and f ∈ L1

c(Rn), then ϕ ∗ f ∈ Ckc (Rn). (Here the sum of
two subsets X,Y ⊆ Rn is defined as X + Y := {x+ y | x ∈ X, y ∈
Y }.)
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(iv) Suppose ϕ ∈ L1(Rn) and f ∈ Lp(Rn), 1 ≤ p ≤ ∞, then their
convolution is in Lp(Rn) and satisfies Young’s inequality11

∥ϕ ∗ f∥p ≤ ∥ϕ∥1∥f∥p (3.25)

with equality for p = ∞ and also for p = 1 if ϕ is nonnegative.
(v) Suppose ϕ ≥ 0 with ∥ϕ∥1 = 1 and f ∈ L∞(Rn) real-valued, then

inf
x∈Rn

f(x) ≤ (ϕ ∗ f)(x) ≤ sup
x∈Rn

f(x). (3.26)

Proof. (i) follows from translation and reflection invariance of Lebesgue
measure. (ii) follows by interchanging limits/differentiation with the integral
using Problems 2.12 and 2.13. (iii) If x ̸∈ supp(f) + supp(g), then x − y ̸∈
supp(f) for y ∈ supp(g) and hence f(x − y)g(y) vanishes on supp(g). This
establishes the claim about the support and the rest follows from the previous
item. (iv) The case p = ∞ follows from Hölder’s inequality and we have
equality upon choosing f(x) = sign(ϕ(−x)) such that (ϕ ∗ f)(0) = ∥ϕ∥1.
It remains to look at the case 1 ≤ p < ∞. Without loss of generality let
∥ϕ∥1 = 1. Then

∥ϕ ∗ f∥pp ≤
∫
Rn

∣∣∣∣∫
Rn

|f(y − x)||ϕ(y)|dny
∣∣∣∣p dnx

≤
∫
Rn

∫
Rn

|f(y − x)|p|ϕ(y)|dny dnx = ∥f∥pp,

where we have used Jensen’s inequality with φ(x) = |x|p, dµ = |ϕ|dny in the
first and Fubini in the second step. If p = 1 and ϕ is nonnegative, we only
need Fubini and we have equality for any nonnegative f .

(v) Immediate from integrating ϕ(y) infx∈Rn f(x) ≤ ϕ(y)f(x − y) ≤
ϕ(y) supx∈Rn f(x). □

Note that Young’s inequality says that, given ϕ ∈ L1(Rn), the convo-
lution f 7→ ϕ ∗ f is a continuous linear operator on Lp(Rn) whose norm is
bounded by ∥ϕ∥1.
Example 3.4. For f := χ[0,1] − χ[−1,0] and g := χ[−2,2] we have that f ∗ g
is the difference of two triangles supported on [1, 3] and [−3,−1] whereas
supp(f) + supp(g) = [−3, 3], which shows that the inclusion in (iii) is strict
in general. ⋄

Next we turn to the problem of approximating f . To this end we call a
family of integrable functions ϕε, ε ∈ (0, 1], an approximate identity if it
satisfies the following three requirements:

(i) ∥ϕε∥1 ≤ C for all ε > 0.

11William Henry Young (1863–1942), English mathematician

http://en.wikipedia.org/wiki/William Henry Young
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-

6 ϕε

Figure 3.2. Approximate identity

(ii)
∫
Rn ϕε(x)d

nx = 1 for all ε > 0.
(iii) For every r > 0 we have limε↓0

∫
|x|≥r |ϕε(x)|d

nx = 0.

A prototypical approximate identity is depicted in Figure 3.2.
A convenient way of obtaining an approximate identity is by scaling an

integrable function ϕ ∈ L1(Rn) satisfying
∫
Rn ϕ(x)d

nx = 1 according to
ϕε(x) := ε−nϕ(xε ). Then we get both (i), since ∥ϕε∥1 = ∥ϕ∥1, and (ii) by a
straightforward change of variables. Moreover, the same change of variables
also shows

∫
|x|≥r |ϕε(x)|d

nx =
∫
|x|≥r/ε |ϕ(x)|d

nx which converges to 0 as ε ↓ 0

by dominated convergence.
In most applications ϕ is chosen as a nonnegative function ϕ ∈ C∞

c (Rn)
satisfying ∥ϕ∥1 = 1, known as a mollifier. Note that if the support of
ϕ is within a ball of radius s, then the support of ϕε ∗ f will be within
{x ∈ Rn| dist(x, supp(f)) ≤ εs}.
Example 3.5. The standard (also Friedrichs) mollifier is

ϕ(x) :=

{
1
c exp(

1
|x|2−1

), |x| < 1,

0, |x| ≥ 1,
c :=

∫
B1(0)

exp(
1

|x|2 − 1
)dnx.

Here the normalization constant c is chosen such that ∥ϕ∥1 = 1. To show that
this function is indeed smooth it suffices to show that all right derivatives of
f(r) = exp(1r ) at r = 0 vanish, which can be done using l’Hôpital’s rule. ⋄
Example 3.6. If ϕ1(x) is a mollifier on R, then ϕ(x) :=

∏n
j=1 ϕ1(xj) is a

mollifier on Rn which has a convenient product structure. ⋄

Now we are ready to show that an approximate identity deserves its
name.

Lemma 3.21. Let ϕε be an approximate identity. If f ∈ Lp(Rn) with 1 ≤
p <∞, then

lim
ε↓0

ϕε ∗ f = f (3.27)
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with the limit taken in Lp. In the case p = ∞ the claim holds provided f is
uniformly continuous and bounded.

Proof. We begin with the case where f ∈ Cc(Rn). Fix some small δ > 0.
Since f is uniformly continuous we know |f(x − y) − f(x)| → 0 as y → x
uniformly in x. Since the support of f is compact, this remains true when
taking the Lp norm and thus we can find some r such that

∥f(.− y)− f(.)∥p ≤
δ

2C
, |y| ≤ r.

(Here the C is the constant for which ∥ϕε∥1 ≤ C holds.) Now we use

(ϕε ∗ f)(x)− f(x) =

∫
Rn

ϕε(y)(f(x− y)− f(x))dny.

Splitting the domain of integration according to Rn = {y||y| ≤ r} ∪ {y||y| >
r}, we can estimate the Lp norms of the individual integrals using Minkowski’s
integral inequality (Theorem 3.7) as follows:∥∥∥∥∥

∫
|y|≤r

ϕε(y)(f(.− y)− f(.))dny

∥∥∥∥∥
p

≤∫
|y|≤r

|ϕε(y)|∥f(.− y)− f(.)∥pdny ≤ δ

2

and ∥∥∥∥∥
∫
|y|>r

ϕε(y)(f(.− y)− f(.))dny

∥∥∥∥∥
p

≤

2∥f∥p
∫
|y|>r

|ϕε(y)|dny ≤ δ

2

provided ε is so small such that the integral in (iii) is less than δ/(2∥f∥p).
This establishes the claim for f ∈ Cc(Rn). Since these functions are dense

in Lp for 1 ≤ p <∞, given a general f we can choose some g ∈ Cc(Rn) with
∥f − g∥ < δ for any given δ > 0. Then Young’s inequality implies

∥ϕε∗f−f∥p ≤ ∥ϕε∗(f−g)∥p+∥ϕε∗g−g∥p+∥g−f∥p ≤ (C+1)δ+∥ϕε∗g−g∥p,
which shows lim supε↓0 ∥ϕε ∗ f − f∥p ≤ (C + 1)δ. Since δ > 0 is arbitrary,
the claim follows.

In the case p = ∞ the above argument works without assuming that f
has compact support as long as f is uniformly continuous and bounded. □

Note that in case of a mollifier with support in Br(0) this result implies
a corresponding local version since the value of (ϕε ∗ f)(x) is only affected
by the values of f on Bεr(x). The question when the pointwise limit exists
will be addressed in Problem 3.32.
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Example 3.7. The Fejér kernel12

Fn(x) =
1

n

(
sin(nx/2)

sin(x/2)

)2

arising when considering the mean values of the partial sums of a Fourier
series S̄n(f) is an approximate identity. This will be discussed in detail in
Section 8.1. There we will also see that the Dirichlet kernel

Dn(x) =
sin((n+ 1/2)x)

sin(x/2)

is no approximate identity since ∥Dn∥1 → ∞.
Another classical example it the Poisson kernel, see Problem 3.30. ⋄

Now we are ready to prove

Theorem 3.22. If X ⊆ Rn is open and µ is a regular Borel measure, then
the set C∞

c (X) of all smooth functions with compact support is dense in
Lp(X, dµ), 1 ≤ p <∞.

Proof. By Theorem 3.18 it suffices to show that every continuous function
f(x) with compact support can be approximated by smooth ones. By setting
f(x) = 0 for x ̸∈ X, it is no restriction to assume that it is defined on all of
Rn. Now choose a mollifier ϕ and observe that ϕε ∗ f has compact support
inside X for ε sufficiently small (since the distance from supp(f) to the
boundary ∂X is positive by compactness). Moreover, ϕε ∗ f → f uniformly
by the previous lemma and hence also in Lp(X, dµ). □

Our final result is known as the fundamental lemma of the calculus
of variations.

Lemma 3.23. Suppose X ⊆ Rn is open and f ∈ L1
loc(X). (i) If f is real-

valued then ∫
X
φ(x)f(x)dnx ≥ 0, ∀φ ∈ C∞

c (X), φ ≥ 0, (3.28)

if and only if f(x) ≥ 0 (a.e.). (ii) Moreover,∫
X
φ(x)f(x)dnx = 0, ∀φ ∈ C∞

c (X), φ ≥ 0, (3.29)

if and only if f(x) = 0 (a.e.).

Proof. (i) Choose a compact set K ⊂ X and some ε0 > 0 such that Kε0 :=

K +Bε0(0) ⊆ X. Set f̃ := fχKε0
and let ϕ be the standard mollifier. Then

(ϕε ∗ f̃)(x) = (ϕε ∗ f)(x) ≥ 0 for x ∈ K, ε < ε0 and since ϕε ∗ f̃ → f̃ in
L1(X) we have (ϕε ∗ f̃)(x) → f(x) ≥ 0 for a.e. x ∈ K for an appropriate

12Lipót Fejér (1880–1959), Hungarian mathematician

https://en.wikipedia.org/wiki//Lip%C3%B3t_Fej%C3%A9r
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subsequence. Since K ⊂ X is arbitrary the first claim follows. (ii) The first
part shows that Re(f) ≥ 0 as well as −Re(f) ≥ 0 and hence Re(f) = 0.
Applying the same argument to Im(f) establishes the claim. □

The following variant is also often useful

Lemma 3.24 (du Bois-Reymond13). Suppose X ⊆ Rn is open and con-
nected. If f ∈ L1

loc(X) with∫
X
f(x)∂jφ(x)d

nx = 0, ∀φ ∈ C∞
c (X), 1 ≤ j ≤ n, (3.30)

then f is constant a.e. on X.

Proof. Choose a compact setK ⊂ X and f̃ , ϕ as in the proof of the previous
lemma but additionally assume that K is connected. Then by Lemma 3.20
(ii)

∂j(ϕε ∗ f̃)(x) = ((∂jϕε) ∗ f̃)(x) = ((∂jϕε) ∗ f)(x) = 0, x ∈ K, ε ≤ ε0.

Hence (ϕε ∗ f̃)(x) = cε for x ∈ K and as ε→ 0 there is a subsequence which
converges a.e. on K. Clearly this limit function must also be constant:
(ϕε ∗ f̃)(x) = cε → f(x) = c for a.e. x ∈ K. Now write X as a countable
union of open balls whose closure is contained in X. If the corresponding
constants for these balls were not all the same, we could find a partition
into two union of open balls which were disjoint. This contradicts that X is
connected. □

Of course the last result can be extended to higher derivatives. For the
one-dimensional case this is outlined in Problem 3.37.

Problem 3.25. Let f ∈ Lp(Rn) and g ∈ Lq(Rn) with 1
p +

1
q = 1. Show that

f ∗ g ∈ Cb(Rn) with
∥f ∗ g∥∞ ≤ ∥f∥p∥g∥q.

Show that for 1 < p < ∞ or p = 1 and g ∈ C0(Rn) we even have f ∗ g ∈
C0(Rn). (Hint: Problem 3.19.)

Problem 3.26. Show that the convolution on L1(Rn) is associative. Con-
clude that L1(Rn) together with convolution as a product is a commutative
Banach algebra (without identity). (Hint: It suffices to verify associativity
for nice functions.)

Problem* 3.27 (Smooth Urysohn lemma). Suppose K and C are disjoint
closed subsets of Rn with K compact. Then there is a smooth function f ∈
C∞
c (Rn, [0, 1]) such that f is zero on C and one on K.

13Paul du Bois-Reymond (1831–1889), German mathematician

http://en.wikipedia.org/wiki/Paul du Bois-Reymond
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Problem 3.28. Let ϕε be a symmetric approximate identity on R, that is,
ϕε(x) = ϕε(−x). Show that for every bounded measurable function f we have

lim
ε↓0

(ϕε ∗ f)(x) =
f(x+) + f(x−)

2
,

at every point x where both right/left sided limits f(x±) := limε↓0 f(x ± ε)
exist.

Show that the same conclusion holds for integrable functions f if ϕε
has compact support, supp(ϕε) ⊆ [−s, s], and for every r > 0 we have
limε↓0 supr≤|x|≤s |ϕε(x)| = 0.

Problem 3.29. Show that the Landau kernel14

Ln(x) :=

{
1
In
(1− x2)n, |x| < 1,

0, |x| ≥ 1,
In =

∫ 1

−1
(1− x2)ndx

is an approximate identity on R (for ε = 1
n with n ∈ N).

Use this to prove the Weierstraß approximation theorem, that every con-
tinuous function on [−1

2 ,
1
2 ] can be uniformly approximated by polynomials.

Problem 3.30. Show that the Poisson kernel15

Pε(x) :=
1

π

ε

x2 + ε2

is an approximate identity on R.
Show that the Cauchy transform (also Borel transform)

F (z) :=
1

π

∫
R

f(λ)

λ− z
dλ

of a real-valued function f ∈ Lp(R), 1 ≤ p < ∞ is analytic in the upper
half-plane with imaginary part given by

Im(F (x+ iy)) = (Py ∗ f)(x).

In particular, by Young’s inequality ∥Im(F (. + iy))∥p ≤ ∥f∥p and thus also
supy>0 ∥Im(F (.+ iy))∥p = ∥f∥p. Such harmonic functions are said to be in
the Hardy space hp(C+).

(Hint: To see analyticity of F use Problem 2.18 plus the estimate∣∣∣∣ 1

λ− z

∣∣∣∣ ≤ 1

1 + |λ|
1 + |z|
|Im(z)|

.)

Problem 3.31. Let µ be a finite measure on R. Then the set of all ex-
ponentials {eitx}t∈R is total in Lp(R, dµ) for 1 ≤ p < ∞. (Hint: Use the
Stone–Weierstraß theorem; Theorem B.42 from [25].)

14Lev Landau (1908–1968), Soviet physicist
15Siméon Denis Poisson (1781–1840), French mathematician, engineer, and physicist

http://en.wikipedia.org/wiki/Lev Landau
https://en.wikipedia.org/wiki/Sim%C3%A9on_Denis_Poisson
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Problem* 3.32. Let ϕ be bounded with support in B1(0) and normalized
such that

∫
Rn ϕ(x)d

nx = 1. Set ϕε(x) = ε−nϕ(xε ).
For f locally integrable show

|(ϕε ∗ f)(x)− f(x)| ≤ Vn∥ϕ∥∞
|Bε(x)|

∫
Bε(x)

|f(y)− f(x)|dny.

Hence at every Lebesgue point (cf. Theorem 4.6) x we have

lim
ε↓0

(ϕε ∗ f)(x) = f(x).

If f is uniformly continuous then the above limit will be uniform. See Prob-
lem 10.15 for the case when ϕ is not compactly supported.

Problem 3.33. Let f, g be integrable (or nonnegative). Show that∫
Rn

(f ∗ g)(x)dnx =

∫
Rn

f(x)dnx

∫
Rn

g(x)dnx.

Problem 3.34. Let f, g be integrable radial functions. Show that f ∗ g is
again radial.

Problem 3.35. Let µ, ν be two complex measures on Rn and set S : Rn ×
Rn → Rn, (x, y) 7→ x+ y. Define the convolution of µ and ν by

µ ∗ ν := S⋆(µ⊗ ν).

Show

• µ ∗ ν is a complex measure given by

(µ ∗ ν)(A) =
∫
Rn×Rn

χA(x+ y)dµ(x)dν(y) =

∫
Rn

µ(A− y)dν(y)

and satisfying |µ∗ν|(Rn) ≤ |µ|(Rn)|ν|(Rn) with equality for positive
measures.

• µ ∗ ν = ν ∗ µ.
• If dν(x) = g(x)dnx then d(µ ∗ ν)(x) = h(x)dnx with h(x) =∫

Rn g(x− y)dµ(y).

In particular the last item shows that this definition agrees with our definition
for functions if both measures have a density.

Problem 3.36. Show that if X = X1 × X2 ⊆ Rn1+n2 then it suffices to
restrict the requirements in Lemma 3.23 to test functions of the form φ(x) =
φ1(x1)φ2(x2), where φj ∈ C∞

c (Xj).

Problem 3.37 (du Bois-Reymond lemma). Let f be a locally integrable
function on the interval (a, b) and let n ∈ N0. If∫ b

a
f(x)φ(n)(x)dx = 0, ∀φ ∈ C∞

c (a, b),
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then f is a polynomial of degree at most n− 1 a.e. (Hint: Begin by showing
that there exists {ϕn,j}0≤j≤n ⊂ C∞

c (a, b) such that∫ b

a
xkϕn,j(x)dx = δj,k, 0 ≤ j, k ≤ n.

The case n = 0 is easy and for the general case note that one can choose
ϕn+1,n+1 = (n + 1)−1ϕ′n,n. Then, for given ϕ ∈ C∞

c (a, b), look at φ(x) =
1
n!

∫ x
a (ϕ(y)− ϕ̃(y))(x− y)ndy where ϕ̃ is chosen such that this function is in

C∞
c (a, b).)

Problem 3.38. Let X ⊆ Rn be open. Consider f ∈ Lp(X) with 1 ≤ p ≤ ∞
and let q be the corresponding dual index, 1

p +
1
q = 1. Then

∥f∥p = sup
φ∈C∞

c (X),∥φ∥q=1

∣∣∣∣∫
X
fφ dnx

∣∣∣∣ .
3.5. Integral operators

Using Hölder’s inequality, we can also identify a class of bounded operators
from Lp(Y, dν) to Lp(X, dµ). We will assume all measures to be σ-finite
throughout this section.

Lemma 3.25 (Schur criterion16). Let µ, ν be measures on X,Y , respec-
tively, and let 1

p +
1
q = 1. Suppose that K(x, y) is measurable and there are

nonnegative measurable functions K1(x, y), K2(x, y) such that |K(x, y)| ≤
K1(x, y)K2(x, y) and

∥K1(x, .)∥Lq(Y,dν) ≤ C1, ∥K2(., y)∥Lp(X,dµ) ≤ C2 (3.31)

for µ-almost every x, respectively, for ν-almost every y. Then the operator
K : Lp(Y, dν) → Lp(X, dµ), defined by

(Kf)(x) :=

∫
Y
K(x, y)f(y)dν(y), (3.32)

for µ-almost every x is bounded with ∥K∥ ≤ C1C2.

Proof. Choose f ∈ Lp(Y, dν). By Fubini’s theorem
∫
Y |K(x, y)f(y)|dν(y)

is measurable and by Hölder’s inequality we have∫
Y
|K(x, y)f(y)|dν(y) ≤

∫
Y
K1(x, y)K2(x, y)|f(y)|dν(y)

≤ C1∥K2(x, .)f(.)∥Lp(Y,dν)

16Issai Schur (1875–1941), Russian mathematician

http://en.wikipedia.org/wiki/Issai Schur
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for µ a.e. x (if K2(x, .)f(.) ̸∈ Lp(Y, dν), the inequality is trivially true). If
p < ∞ take this inequality to the p’th power and integrate with respect to
x using Fubini∫
X

(∫
Y
|K(x, y)f(y)|dν(y)

)p
dµ(x) ≤ Cp1

∫
X

∫
Y
|K2(x, y)f(y)|pdν(y)dµ(x)

= Cp1

∫
Y

∫
X
|K2(x, y)f(y)|pdµ(x)dν(y) ≤ Cp1C

p
2∥f∥

p
p.

Hence
∫
Y |K(x, y)f(y)|dν(y) ∈ Lp(X, dµ) and, in particular, it is finite for

µ-almost every x. Thus K(x, .)f(.) is ν integrable for µ-almost every x and∫
Y K(x, y)f(y)dν(y) is measurable. If p = ∞ just take the supremum and

note that integrability again follows from Fubini by restricting to subsets of
finite µ-measure. □

Note that the assumptions are, for example, satisfied if ∥K(x, .)∥L1(Y,dν) ≤
C and ∥K(., y)∥L1(X,dµ) ≤ C which follows by choosingK1(x, y) = |K(x, y)|1/q

and K2(x, y) = |K(x, y)|1/p. In particular, in the case of X = Y = Rn with
Lebesgue measure and K(x, y) = ϕ(x − y) we recover Young’s inequality
(3.25). For related results see also Problems 3.41 and 10.4.

Another case of special importance is the case of integral operators

(Kf)(x) :=

∫
X
K(x, y)f(y)dµ(y), f ∈ L2(X, dµ), (3.33)

where K(x, y) ∈ L2(X×X, dµ⊗dµ). Such an operator is called a Hilbert–
Schmidt operator.17 Using Cauchy-Schwarz one sees that K is bounded,

∥Kf∥2 ≤ ∥K∥2∥f∥2 (3.34)

where

∥K∥22 :=
∫
X

∫
X
|K(x, y)|2dµ(x)dµ(y) (3.35)

is known as the Hilbert–Schmidt norm of K (in the case of matrices the
name Frobenius norm18 is more common). In particular, ∥K∥ ≤ ∥K∥2.

Lemma 3.26. Let K be a Hilbert–Schmidt operator in L2(X, dµ). Then

∥K∥22 =
∑
j∈J

∥Kuj∥2 =
∑
j,k∈J

|⟨uj ,Kuj⟩|2 (3.36)

for every orthonormal basis {uj}j∈J in L2(X, dµ).

17Erhard Schmidt (1876–1959), Baltic German mathematician
18Ferdinand Georg Frobenius (1849 –1917), German mathematician

http://en.wikipedia.org/wiki/Erhard Schmidt
http://en.wikipedia.org/wiki/Ferdinand Georg Frobenius
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Proof. Since K(x, .) ∈ L2(X, dµ) for µ-almost every x we infer from Parse-
val’s relation∑

j

∣∣∣∣∫
X
K(x, y)uj(y)dµ(y)

∣∣∣∣2 = ∫
X
|K(x, y)|2dµ(y)

for µ-almost every x and thus∑
j

∥Kuj∥2 =
∑
j

∫
X

∣∣∣∣∫
X
K(x, y)uj(y)dµ(y)

∣∣∣∣2 dµ(x)
=

∫
X

∑
j

∣∣∣∣∫
X
K(x, y)uj(y)dµ(y)

∣∣∣∣2 dµ(x)
=

∫
X

∫
X
|K(x, y)|2dµ(x)dµ(y)

as claimed. □

Note that the right-hand side of (3.36) is frequently used as an abstract
way to define Hilbert–Schmidt operators in an arbitrary Hilbert space (cf.
Lemma 3.24 from [25]). In particular, taking an ONB and restricting K to
the subspace spanned by the first n basis vectors gives a sequence of finite
rank operators Kn which will converge to K with respect to the Hilbert–
Schmidt norm thanks to (3.36). Hence Hilbert–Schmidt operators are com-
pact and computing the Hilbert–Schmidt norm gives us an easy to check
criterion for compactness of an integral operator.
Example 3.8. Let [a, b] be some compact interval and suppose K(x, y) is
bounded. Then the corresponding integral operator in L2(a, b) is Hilbert–
Schmidt and thus compact. Note that this result is frequently proven for
continuous K using the Arzelà-Ascoli theorem (cf. Lemma 3.4 from [25]).
Here we could even allow singularities as long as they are square integrable.

⋄

In combination with the spectral theorem for compact self-ajoint opera-
tors (compare in particular Corollary 3.8 from [25]) we obtain the classical
Hilbert–Schmidt theorem. Recall that a bounded operatorK ∈ L (L2(X, dµ))
is called self-adjoint if ⟨g,Kf⟩ = ⟨Kg, f⟩ for all g, f ∈ L2(X, dµ).

Theorem 3.27 (Hilbert–Schmidt). Let K be a self-adjoint Hilbert–Schmidt
operator in L2(X, dµ). Let {uj} be an orthonormal set of eigenfunctions
with corresponding nonzero eigenvalues {κj} from the spectral theorem for
compact operators (Theorem 3.7 from [25]). Then

K(x, y) =
∑
j

κjuj(x)uj(y)
∗, (3.37)

where the sum converges in L2(X ×X, dµ⊗ dµ).
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Proof. First of all we can extend {uj} to an orthonormal basis (setting the
corresponding κj equal to 0). Now by Problem 3.42 {uj(x)uj(y)∗} is an
orthogonal basis for L2(X × X, dµ ⊗ dµ) and the expansion coefficients of
K(x, y) are given by

∫
X

∫
X uj(x)

∗uk(y)K(x, y)dµ(y)dµ(x) = ⟨uj ,Kuk⟩ =
κkδj,k. □

In this context the above theorem is known as second Hilbert–Schmidt
theorem and the spectral theorem for compact operators is known as first
Hilbert–Schmidt theorem.

If an integral operator is positive we can say more. But first we will
discuss two equivalent definitions of positivity in this context. First of all
recall that a bounded operator K ∈ L (L2(X, dµ)) is positive if ⟨f,Kf⟩ ≥ 0
for all f ∈ L2(X, dµ). Recall that positive operators are in particular self-
adjoint. Secondly we call a kernel symmetric if it satisfies K(x, y)∗ =
K(y, x) (cf. Problem 3.39) and a continuous kernel positive semidefinite
on U ⊆ X if

n∑
j,k=1

α∗
jαkK(xj , xk) ≥ 0 (3.38)

for all (α1, . . . , αn) ∈ Cn and {xj}nj=1 ⊆ U . In other words, for any {xj}nj=1 ⊆
U the matrix {K(xj , xk)}1≤j,k≤n is positive semidefinite. In particular, a
positive semidefinite kernel is symmetric since a positive semidefinite matrix
is symmetric.

Both conditions have their advantages. For example, note that for a
positive semidefinite kernel the case n = 1 shows that K(x, x) ≥ 0 for
x ∈ U and the case n = 2 shows (look at the determinant) |K(x, y)|2 ≤
K(x, x)K(y, y) for x, y ∈ U . On the other hand, note that for a positive
operator all eigenvalues are nonnegative.

It turns out that under mild assumptions both conditions are equivalent:

Lemma 3.28. Suppose X is a locally compact metric space and µ a Borel
measure. Let K ∈ L (L2(X, dµ)) be an integral operator with a continuous
kernel. Then, if K is positive, its kernel is positive semidefinite on supp(µ).
If µ is regular, the converse is also true.

Proof. Let x0 ∈ supp(µ) and consider δx0,ε = µ(Bε(x0))
−1χBε(x0). Then

for fε =
∑n

j=1 αjδx0,ε

0 ≤ lim
ε↓0

⟨fε,Kfε⟩ = lim
ε↓0

n∑
j,k=1

α∗
jαk

∫
Bε(xj)

∫
Bε(xk)

K(x, y)
dµ(x)

µ(Bε(xj))

dµ(y)

µ(Bε(xk))

=

n∑
j,k=1

α∗
jαkK(xj , xk).
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Conversely, let f ∈ Cc(X) and let S := supp(f)∩supp(µ). Then the function
f(x)∗K(x, y)f(y) ∈ Cc(X ×X) is uniformly continuous and for every ε > 0
we can partition the compact set S into a finite number of sets Uj which are
contained in a ball Bδ(xj) such that

|f(x)∗K(x, y)f(y)−
∑
j,k

χUj (x)f(xj)
∗K(xj , xk)f(xk)χUk

(y)| ≤ ε, x, y ∈ S.

Hence ∣∣∣⟨f,Kf⟩ −∑
j,k

µ(Uj)f(xj)
∗K(xj , xk)f(xk)µ(Uk)

∣∣∣ ≤ εµ(S)2

and since ε > 0 is arbitrary we have ⟨f,Kf⟩ ≥ 0. Since Cc(X) is dense in
L2(X, dµ) if µ is regular by Theorem 3.18, we get this for all f ∈ L2(X, dµ)
by taking limits. □

Now we are ready for the following classical result:

Theorem 3.29 (Mercer19). Let K be a positive integral operator with a
continuous kernel on L2(X, dµ) with X a locally compact metric space. Let
µ a Borel measure such that the diagonal K(x, x) is integrable. Then K
is trace class, all eigenfunctions uj corresponding to positive eigenvalues κj
are continuous, and (3.37) converges uniformly on compact subsets of the
support of µ. Moreover,

tr(K) =
∑
j

κj =

∫
X
K(x, x)dµ(x). (3.39)

Proof. Define k(x)2 := K(x, x) such that |K(x, y)| ≤ k(x)k(y) for x, y ∈
supp(µ). Since by assumption k ∈ L2(X, dµ) we see that K is Hilbert–
Schmidt and we have the representation (3.37) with κj > 0. Moreover,
dominated convergence shows that uj(x) = κ−1

j

∫
X K(x, y)uj(y)dµ(y) is con-

tinuous.
Now note that the operator corresponding to the kernel

Kn(x, y) = K(x, y)−
∑
j≤n

κjuj(x)
∗uj(y) =

∑
j>n

κjuj(x)
∗uj(y)

is also positive (its nonzero eigenvalues are κj , j > n). Hence Kn(x, x) ≥ 0
implying ∑

j≤n
κj |uj(x)|2 ≤ k(x)2

19James Mercer (1883–1932), English mathematician

http://en.wikipedia.org/wiki/James Mercer (mathematician)
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for x ∈ supp(µ) and hence (3.37) converges absolutely for x, y ∈ supp(µ).
Denote the limit by K̃(x, y) and observe∣∣∣∣∣∣

∑
m<j<n

κjuj(x)
∗uj(y)

∣∣∣∣∣∣ ≤
 ∑
m<j<n

κj |uj(x)|2
1/2 ∑

m<j<n

κj |uj(y)|2
1/2

≤

 ∑
m<j<n

κj |uj(x)|2
1/2

k(y)

shows that the series converges uniformly for fixed x with respect to y in
compact sets. Hence K̃(x, .) is continuous for fixed x and satisfies |K̃(x, y)| ≤
k(x)k(y). Moreover, for fixed x we have K(x, .), K̃(x, .) ∈ L2(X, dµ) and∫

X
K(x, y)u(y)dµ(y) = κu(x) =

∫
X
K̃(x, y)u(y)dµ(y)

for either u ∈ Ker(K) with κ = 0 or u = uj with κ = κj (use dominated
convergence to interchange the sum and the integral). Since these functions
are total we get K(x, y) = K̃(x, y) for fixed x and a.e. y. But since both
functions are continuous for fixed x, we get equality for all y. In particular,
we have

∑
j≤n κj |uj(x)|2 ↗ k(x)2 and the convergence is uniform on compact

subsets of supp(µ) by Dini’s theorem (cf. Problem B.65 from [25]). By our
estimate this also shows uniform convergence of (3.37) on compact sets.

Finally, integrating (3.37) for x = y using ∥uj∥ = 1 shows the last
claim. □

Example 3.9. Let k be a periodic function which is square integrable over
[−π, π]. Then the integral operator

(Kf)(x) =
1

2π

∫ π

−π
k(y − x)f(y)dy

has the eigenfunctions uj(x) = (2π)−1/2e−ijx with corresponding eigenvalues
pkj , j ∈ Z, where pkj are the Fourier coefficients of k. Since {uj}j∈Z is an ONB
we have found all eigenvalues. Moreover, in this case (3.37) is just the Fourier
series

k(y − x) =
∑
j∈Z

pkje
ij(y−x).

Choosing a continuous function for which the Fourier series does not con-
verge absolutely shows that the positivity assumption in Mercer’s theorem
is crucial. ⋄

Of course given a kernel this raises the question if it is positive semi-
definite. This can often be done by reverse engineering basend on construc-
tions which produce new positive semi-definite kernels out of old ones.
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Lemma 3.30. Let Kj(x, y) be positive semi-definite kernels on X. Then the
following kernels are also positive semi-definite.

(i) α1K1 + α2K2 provided αj ≥ 0.
(ii) limjKj(x, y) provided the limit exists pointwise.
(iii) K1(ϕ(x), ϕ(y)) for ϕ : X → X.
(iv) f(x)∗K1(x, y)f(y) for f : X → C.
(v) K1(x, y)K2(x, y).

Proof. Only the last item is not straightforward. However, it boils down to
the Schur product theorem from linear algebra given below. □

Theorem 3.31 (Schur). Let A and B be two n× n matrices and let A ◦B
be their Hadamard product20 defined by multiplying the entries pointwise:
(A ◦ B)jk := AjkBjk. If A and B are positive (semi-) definite, then so is
A ◦B.

Proof. By the spectral theorem we can write A =
∑n

j=1 αj⟨uj , .⟩uj , where
αj > 0 (αj ≥ 0) are the eigenvalues and uj are a corresponding ONB of eigen-
vectors. SimilarlyB =

∑n
j=1 βj⟨vj , .⟩vj . ThenA◦B =

∑n
j,k=1 αjβk(⟨uj , .⟩uj)◦

(⟨vk, .⟩vk) =
∑n

j,k=1 αjβk⟨uj ◦ vk, .⟩uj ◦ vk, which proves the claim. □

Example 3.10. Let X = Rn. The most basic kernel is K(x, y) = x∗ ·y which

is positive semi-definite since
∑

j,k α
∗
jαkK(xj , xk) =

∣∣∣∑j αjxj

∣∣∣2. Slightly
more general is K(x, y) = ⟨x,Ay⟩, where A is a positive semi-definite matrix.
Indeed writing A = B2 this follows from the previous observation using item
(iii) with ϕ = B. Another famous kernel is the Gaussian kernel

K(x, y) = e−|x−y|2/σ, σ > 0.

To see that it is positive semi-definite start by observing that K1(x, y) =
exp(2x∗ ·y/σ) is by items (i) and (ii) since the Taylor series of the exponential
function has positive coefficients. Finally observe that our kernel is of the
form (vi) with f(x) = exp(−|x|2/σ). ⋄
Example 3.11. A reproducing kernel Hilbert space is a Hilbert space
H of complex-valued functions X → C such that point evaluations are con-
tinuous linear functionals. In this case the Riesz lemma implies that for every
x ∈ X there is a corresponding function Kx ∈ H such that f(x) = ⟨Kx, f⟩.
Applying this to f = Ky we get Ky(x) = ⟨Kx,Ky⟩ which suggests the more
symmetric notation

K(x, y) := ⟨Kx,Ky⟩.

20Jacques Hadamard (1865–1963), French mathematician

http://en.wikipedia.org/wiki/Jacques Hadamard
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The kernel K is called the reproducing kernel for H. A short calculation∑
j,k

α∗
jαkK(xj , xk) =

∑
j,k

α∗
jαk⟨Kxj ,Kxk⟩ =

∥∥∥∑
j

αjKxj

∥∥∥2
verifies that it is a positive semi-definite kernel. An explicit example is given
by the quadratic form domains of positive Sturm–Liouville operators (cf.
Problem 3.19 from [25]). ⋄
Problem* 3.39. Suppose K is a Hilbert–Schmidt operator in L2(X, dµ)
with kernel K(x, y). Show that the adjoint operator is given by

(K∗f)(x) =

∫
X
K(y, x)∗f(y)dµ(y), f ∈ L2(X, dµ).

In particular, K is self-adjoint if and only if its kernel is symmetric.

Problem 3.40. Obtain Young’s inequality (3.25) from Schur’s criterion.

Problem 3.41 (Schur test). Let K(x, y) be given and suppose there are
positive measurable functions a(x) and b(y) such that

∥K(x, .)b(.)∥L1(Y,dν) ≤ C1a(x), ∥a(.)K(., y)∥L1(X,dµ) ≤ C2b(y).

Then the operator K : L2(Y, dν) → L2(X, dµ), defined by

(Kf)(x) :=

∫
Y
K(x, y)f(y)dν(y),

for µ-almost every x is bounded with ∥K∥ ≤
√
C1C2. Show that the adjoint

operator is given by

(K∗f)(x) =

∫
X
K(y, x)∗f(y)dµ(y), f ∈ L2(X, dµ).

(Hint: Estimate |(Kf)(x)|2 ≤ |
∫
Y |K(x, y)|1/2b(y)|K(x, y)|1/2 |f(y)|b(y) dν(y)|

2

using Cauchy–Schwarz and integrate the result with respect to x.)

Problem* 3.42. Let (X, dµ) and (Y, dν) be two measure spaces and {uj(x)}j∈J ,
{vk(y)}k∈K be orthonormal bases for L2(X, dµ), L2(Y, dν), respectively. Then
{uj(x)vk(y)}(j,k)∈J×K is an orthonormal base for L2(X × Y, dµ⊗ dν).

Problem 3.43. Let K be an self-adjoint integral operator with continuous
kernel satisfying the estimate |K(x, y)| ≤ k(x)k(y) with k ∈ L2(X, dµ) ∩
L∞(X, dµ). Show that the conclusion from Mercer’s theorem still hold if K
has only a finite number of negative eigenvalues.

Problem 3.44. Show that the Fourier transform of a finite (positive) mea-
sure

pµ(p) :=
1

(2π)n/2

∫
Rn

e−ipxdµ(x)

gives rise to a positive semi-definite kernel K(x, y) = pµ(x−y). (The converse
is Bochner’s theorem — see Theorem 9.26)
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Figure 3.3. A function is rearranged into a decreasing symmetric func-
tion such that the areas of the super-level sets agree.

3.6. Rearrangements

Many situations lead to the problem of finding a function which maximizes
a certain integral. Moreover, typically the maximizing function will preserve
the symmetry of the original problem. In case of radially symmetric problems
this suggests to rearrange a function into a radially symmetric one thereby
increasing the value of the integral under consideration.

We start by defining the symmetric rearrangement A⋆ of a finite
Borel set A ⊂ Rn to be the open ball Br(0) with the same volume, that is,
with r chosen such that |A| = Vnr

n. In other words,

A⋆ := {x ∈ Rn|Vn|x|n < |A|}. (3.40)

Then the symmetric rearrangement of a nonnegative Borel function f : Rn →
[0,∞) is defined by rearranging its strict super-level sets

Sf (t) := f−1((t,∞)) = {x ∈ Rn|f(x) > t}. (3.41)

For this to work we assume that f vanishes at ∞ in the sense that |Sf (t)| <∞
for all t ≥ 0. More precisely, we define f⋆ such that

Sf⋆(t) = Sf (t)
⋆ (3.42)

for all t ≥ 0. This process is illustrated Figure 3.3. To this end note that
x ∈ Sf (t) is equivalent to f(x) > t (i.e., {t ≥ 0|x ∈ Sf (t)} = [0, f(x)) and
hence we can reconstruct f from its super-level sets using f(x) = sup{t ≥
0|x ∈ Sf (t)}. This motivates to explicitly define

f⋆(x) := sup{t ≥ 0|x ∈ Sf (t)
⋆}. (3.43)

Note that monotonicity of the super-level sets Sf (t2) ⊆ Sf (t1) (and hence
also Sf (t2)⋆ ⊆ Sf (t1)

⋆) for t1 ≤ t2 implies that f⋆ is radial and nonincreasing.
Moreover, we have 0 ∈ Sf (t) if and only if Sf (t) is nonempty and hence

f⋆(0) = ∥f∥∞. (3.44)

In particular, f⋆(x) is finite. Also by monotonicity of Sf it follows that t ∈
I(x) := {t ≥ 0|x ∈ Sf (t)

⋆} implies s ∈ I(x) for every s ≤ t and hence I(x)
is an interval. Moreover, since the set {(x, t)|x ∈ Sf (t)

∗} is open, so is the
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projection for fixed x and thus I(x) = [0, f⋆(x)). But this implies x ∈ Sf (t)
⋆

if and only if f⋆(x) > t and hence we indeed have (3.42). In particular, the
super-level sets of f⋆ are open, that is, f⋆ is lower semicontinuous and hence
measurable. For a complex-valued function f we set f⋆ := |f |⋆.

As a trivial consequence of (3.42) we see that the distribution functions
of f and f⋆ agree, Ef (t) := |S|f |(t)| = |S|f |(t)⋆| =: Ef⋆(t). This is sometimes
known as equimeasurability since (cf. Problem 2.20) it implies∫

Rn

Φ(|f |)dnx =

∫ ∞

0
ϕ(r)Ef (r)dr =

∫ ∞

0
ϕ(r)Ef⋆(r)dr =

∫
Rn

Φ(f⋆)dnx

(3.45)
for an arbitrary absolutely continuous function Φ with Φ(0) = 0, whose
derivative is Φ′ = ϕ. In particular, the choice Φ(t) := tp shows

∥f∥p = ∥f⋆∥p. (3.46)

The observation {t ≥ 0|x ∈ Sf (t)} = [0, f(x)) can also be phrased as

f(x) =

∫ ∞

0
χSf (t)(x)dt (3.47)

and this is known as layer cake representation. The name alludes to the
fact that f(x) is obtained by summing the contributions from all layers (level
sets) corresponding to values t below f(x). It is particularly useful in proofs
since it frequently allows a reduction to the case of characteristic functions.
This is illustrated in the following result:

Theorem 3.32 (Hardy–Littlewood). Let f and g be nonnegative Borel func-
tions on Rn, vanishing at ∞. Then∫

Rn

f(x)g(x)dnx ≤
∫
Rn

f⋆(x)g⋆(x)dnx. (3.48)

Proof. We start with the case where f = χA and g = χB are characteristic
functions in which case the claim follows from |A⋆ ∩ B⋆| = min(|A|, |B|) ≥
|A ∩B|. For the general case the layer cake representation and Fubini give∫

Rn

f(x)g(x)dnx =

∫ ∞

0

∫ ∞

0

∫
Rn

χSf (t)(x)χSg(s)(x)d
nx ds dt

≤
∫ ∞

0

∫ ∞

0

∫
Rn

χSf⋆ (t)(x)χSg⋆ (s)(x)d
nx ds dt

=

∫
Rn

f⋆(x)g⋆(x)dnx

as desired. □

Problem 3.45. Suppose f : R → [0,∞) vanishes at ∞ and is nondecreasing
on (−∞, 0] and nonincreasing on [0,∞). Compute f⋆.
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Problem 3.46. Show that the rearrangement is order preserving, that is, if
f(x) ≤ g(x) for all x, then we also have f⋆(x) ≤ g⋆(x) for all x.

Problem 3.47. Suppose ϕ : [0,∞) → [0,∞) is nondecreasing, lower semi-
continuous, and satisfies ϕ(0) = 0 as well as continuity at 0. Show that
(ϕ ◦ f)⋆ = ϕ ◦ f⋆.



Chapter 4

More measure theory

4.1. Decomposition of measures

Let µ, ν be two measures on a measurable space (X,Σ). They are called
mutually singular (in symbols µ ⊥ ν) if they are supported on disjoint sets.
That is, there is a measurable set N such that µ(N) = 0 and ν(X \N) = 0.
Example 4.1. Let λ be the Lebesgue measure and Θ the Dirac measure
(centered at 0). Then λ ⊥ Θ: Just take N = {0}; then λ({0}) = 0 and
Θ(R \ {0}) = 0. ⋄

On the other hand, ν is called absolutely continuous with respect to
µ (in symbols ν ≪ µ) if µ(A) = 0 implies ν(A) = 0.
Example 4.2. The prototypical example is the measure dν := f dµ (com-
pare Lemma 2.3). Indeed by Lemma 2.6 µ(A) = 0 implies

ν(A) =

∫
A
f dµ = 0 (4.1)

and shows that ν is absolutely continuous with respect to µ. In fact, we will
show below that every absolutely continuous measure is of this form. ⋄

The two main results will follow as simple consequence of the following
result:

Theorem 4.1. Let µ, ν be σ-finite measures. Then there exists a nonnega-
tive function f and a set N of µ measure zero, such that

ν(A) = ν(A ∩N) +

∫
A
f dµ. (4.2)

111
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Proof. We first assume µ, ν to be finite measures. Let α := µ + ν and
consider the Hilbert space L2(X, dα). Then

ℓ(h) :=

∫
X
h dν

is a bounded linear functional on L2(X, dα) by Cauchy–Schwarz:

|ℓ(h)|2 =
∣∣∣∣∫ 1 · h dν

∣∣∣∣2 ≤ (∫ |1|2 dν
)(∫

|h|2dν
)

≤ ν(X)

(∫
|h|2dα

)
= ν(X)∥h∥2.

Hence by the Riesz lemma (Theorem 2.10 from [25]) there exists a g ∈
L2(X, dα) such that

ℓ(h) =

∫
X
hg dα.

By construction

ν(A) =

∫
χA dν =

∫
χAg dα =

∫
A
g dα. (4.3)

In particular, g must be positive a.e. (take A the set where g is negative).
Moreover,

µ(A) = α(A)− ν(A) =

∫
A
(1− g)dα

which shows that g ≤ 1 a.e. Now choose N := {x|g(x) = 1} such that
µ(N) = 0 and set

f :=
g

1− g
χN ′ , N ′ = X \N.

Then, since (4.3) implies dν = g dα, respectively, dµ = (1− g)dα, we have∫
A
fdµ =

∫
χA

g

1− g
χN ′ dµ =

∫
χA∩N ′g dα = ν(A ∩N ′)

as desired.
To see the σ-finite case, observe that Yn ↗ X, µ(Yn) <∞ and Zn ↗ X,

ν(Zn) < ∞ implies Xn := Yn ∩ Zn ↗ X and α(Xn) < ∞. Now we set
X̃n := Xn \ Xn−1 (where X0 = ∅) and consider µn(A) := µ(A ∩ X̃n) and
νn(A) := ν(A ∩ X̃n). Then there exist corresponding sets Nn and functions
fn such that

νn(A) = νn(A ∩Nn) +

∫
A
fndµn = ν(A ∩Nn) +

∫
A
fndµ,

where for the last equality we have assumed Nn ⊆ X̃n and fn(x) = 0 for x ∈
X̃ ′
n without loss of generality. Now set N :=

⋃
nNn as well as f :=

∑
n fn,
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then µ(N) = 0 and

ν(A) =
∑
n

νn(A) =
∑
n

ν(A ∩Nn) +
∑
n

∫
A
fndµ = ν(A ∩N) +

∫
A
fdµ,

which finishes the proof. □

Note that another set Ñ will give the same decomposition as long as
µ(Ñ) = 0 and ν(Ñ ′∩N) = 0 since in this case ν(A) = ν(A∩Ñ)+ν(A∩Ñ ′) =

ν(A∩ Ñ)+ ν(A∩ Ñ ′ ∩N)+
∫
A∩Ñ ′ fdµ = ν(A∩ Ñ)+

∫
A fdµ. Hence we can

increase N by sets of µ measure zero and decrease N by sets of ν measure
zero.

Now the anticipated results follow with no effort:

Theorem 4.2 (Radon–Nikodym1). Let µ, ν be two σ-finite measures on a
measurable space (X,Σ). Then ν is absolutely continuous with respect to µ
if and only if there is a nonnegative measurable function f such that

ν(A) =

∫
A
f dµ (4.4)

for every A ∈ Σ. The function f is determined uniquely a.e. with respect to
µ and is called the Radon–Nikodym derivative dν

dµ of ν with respect to µ.

Proof. Just observe that in this case ν(A∩N) = 0 for every A. Uniqueness
will be shown in the next theorem. □

Example 4.3. Take X := R. Let µ be the counting measure and ν Lebesgue
measure. Then ν ≪ µ but there is no f with dν = f dµ. If there were
such an f , there must be a point x0 ∈ R with f(x0) > 0 and we have
0 = ν({x0}) =

∫
{x0} f dµ = f(x0) > 0, a contradiction. Hence the Radon–

Nikodym theorem can fail if µ is not σ-finite. ⋄

Theorem 4.3 (Lebesgue decomposition). Let µ, ν be two σ-finite measures
on a measurable space (X,Σ). Then ν can be uniquely decomposed as ν =
νsing + νac, where µ and νsing are mutually singular and νac is absolutely
continuous with respect to µ.

Proof. Taking νsing(A) := ν(A ∩ N) and dνac := f dµ from the previous
theorem, there is at least one such decomposition. To show uniqueness as-
sume there is another one, ν = ν̃ac+ ν̃sing, and let Ñ be such that µ(Ñ) = 0

and ν̃sing(Ñ
′) = 0. Then νsing(A)− ν̃sing(A) =

∫
A(f̃ − f)dµ. In particular,∫

A∩N ′∩Ñ ′(f̃−f)dµ = 0 and hence, since A is arbitrary, f̃ = f a.e. away from
N ∪ Ñ . Since µ(N ∪ Ñ) = 0, we have f̃ = f a.e. and hence ν̃ac = νac as well
as ν̃sing = ν − ν̃ac = ν − νac = νsing. □

1Otto M. Nikodym (1887–1974), Polish mathematician

http://en.wikipedia.org/wiki/Otto M. Nikodym
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Problem* 4.1. Let µ be a Borel measure on B and suppose its distribution
function µ(x) is continuously differentiable. Show that the Radon–Nikodym
derivative with respect to Lebesgue measure equals the ordinary derivative
µ′(x).

Problem 4.2. Suppose ν is an inner regular measures. Show that ν ≪ µ if
and only if µ(K) = 0 implies ν(K) = 0 for every compact set.

Problem 4.3. Suppose ν(A) ≤ Cµ(A) for all A ∈ Σ. Then dν = f dµ with
0 ≤ f ≤ C a.e.

Problem 4.4. Let dν = f dµ. Suppose f > 0 a.e. with respect to µ. Then
µ≪ ν and dµ = f−1dν.

Problem 4.5 (Chain rule). Show that ν ≪ µ is a transitive relation. In
particular, if ω ≪ ν ≪ µ, show that

dω

dµ
=
dω

dν

dν

dµ
.

Problem 4.6. Suppose ν ≪ µ. Show that for every measure ω we have

dω

dµ
dµ =

dω

dν
dν + dζ,

where ζ is a positive measure (depending on ω) which is singular with respect
to ν. Show that ζ = 0 if and only if µ≪ ν.

4.2. Derivatives of measures

If µ is a Borel measure on B and its distribution function µ(x) is continu-
ously differentiable, then the Radon–Nikodym derivative is just the ordinary
derivative µ′(x) (Problem 4.1). Our aim in this section is to generalize this
result to arbitrary Borel measures on Bn.

Let µ be a Borel measure on Rn. We call

(Dµ)(x) := lim
ε↓0

µ(Bε(x))

|Bε(x)|
(4.5)

the derivative of µ at x ∈ Rn provided the above limit exists. (Here Br(x) ⊂
Rn is a ball of radius r centered at x ∈ Rn and |A| denotes the Lebesgue
measure of A ∈ Bn.)
Example 4.4. Consider a Borel measure on B and suppose its distribution
µ(x) (as defined in (1.17)) is differentiable at x. Then

(Dµ)(x) = lim
ε↓0

µ((x− ε, x+ ε))

2ε
= lim

ε↓0

µ(x+ ε)− µ(x− ε)

2ε
= µ′(x).

⋄
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To compute the derivative of µ, we introduce the upper derivative,

(Dµ)(x) := lim sup
ε↓0

µ(Bε(x))

|Bε(x)|
. (4.6)

Note that (Dµ) is measurable which follows from

(Dµ)(x) = inf
n∈N

sup
0<ε<1/n

µ(Bε(x))

|Bε(x)|
(4.7)

since the supremum on the right-hand side is lower semicontinuous with
respect to x (cf. Problem 1.23) as x 7→ µ(Bε(x)) is lower semicontinuous
(Problem 4.7). Since lower semicontinuous functions are measurable, so is
the infimum.

Next, the following geometric fact of Rn will be needed.

Lemma 4.4 (Wiener2 covering lemma). Given open balls B1 := Br1(x1),
. . . , Bm := Brm(xm) in Rn, there is a subset of disjoint balls Bj1, . . . , Bjk
such that

m⋃
j=1

Bj ⊆
k⋃
ℓ=1

B3rjℓ
(xjℓ) (4.8)

Proof. Assume that the balls Bj are ordered by decreasing radius. Start
with Bj1 = B1 and remove all balls from our list which intersect Bj1 . Observe
that the removed balls are all contained in B3r1(x1). Proceeding like this,
we obtain the required subset. □

The upshot of this lemma is that we can select a disjoint subset of balls
which still controls the Lebesgue volume of the original set up to a universal
constant 3n (recall |B3r(x)| = 3n|Br(x)|).

Now we can show

Lemma 4.5. Let µ be a Borel measure on Rn and α > 0. For every Borel
set A we have

|{x ∈ A | (Dµ)(x) > α}| ≤ 3n
µ(A)

α
(4.9)

and
|{x ∈ A | (Dµ)(x) > 0}| = 0, whenever µ(A) = 0. (4.10)

Proof. Let Aα := {x ∈ A|(Dµ)(x) > α}. We will show

|K| ≤ 3n
µ(O)

α
for every open set O with A ⊆ O and every compact set K ⊆ Aα. The
first claim then follows from outer regularity of µ and inner regularity of the
Lebesgue measure.

2Norbert Wiener (1894–1964), American mathematician

http://en.wikipedia.org/wiki/Norbert Wiener
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Given fixed K, O, for every x ∈ K there is some rx such that Brx(x) ⊆ O
and |Brx(x)| < α−1µ(Brx(x)). Since K is compact, we can choose a finite
subcover of K from these balls. Moreover, by Lemma 4.4 we can refine our
set of balls such that

|K| ≤ 3n
k∑
i=1

|Bri(xi)| <
3n

α

k∑
i=1

µ(Bri(xi)) ≤ 3n
µ(O)

α
.

To see the second claim, observe that A0 = ∪∞
j=1A1/j and by the first part

|A1/j | = 0 for every j if µ(A) = 0. □

Theorem 4.6 (Lebesgue differentiation theorem). Let f be (locally) inte-
grable, then for a.e. x ∈ Rn we have

lim
r↓0

1

|Br(x)|

∫
Br(x)

|f(y)− f(x)|dny = 0. (4.11)

The points where (4.11) holds are called Lebesgue points of f .

Proof. Decompose f as f = g + h, where g is continuous and ∥h∥1 < ε
(Theorem 3.18) and abbreviate

Dr(f)(x) :=
1

|Br(x)|

∫
Br(x)

|f(y)− f(x)|dny.

By Fatou’s lemma (Theorem 2.4) Dr(f) is lower semicontinuous and hence
lim supr↓0Dr(f) is measurable.

Then, since limDr(g)(x) = 0 (for every x) and Dr(f) ≤ Dr(g) +Dr(h),
we have

lim sup
r↓0

Dr(f)(x) ≤ lim sup
r↓0

Dr(h)(x) ≤ (Dµ)(x) + |h(x)|,

where dµ = |h|dnx. This implies

{x | lim sup
r↓0

Dr(f)(x) > 2α} ⊆ {x | (Dµ)(x) > α} ∪ {x | |h(x)| > α}

and using the first part of Lemma 4.5 plus |{x | |h(x)| ≥ α}| ≤ α−1∥h∥1
(Problem 4.11), we see

|{x | lim sup
r↓0

Dr(f)(x) > 2α}| ≤ (3n + 1)
ε

α
.

Since ε is arbitrary, the Lebesgue measure of this set must be zero for every α.
That is, the set where the lim sup is positive has Lebesgue measure zero. □

Example 4.5. It is easy to see that every point of continuity of f is a
Lebesgue point. However, the converse is not true. To see this consider a
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function f : R → [0, 1] which is given by a sum of nonoverlapping spikes
centered at xj = 2−j with base length 2bj and height 1. Explicitly

f(x) =
∞∑
j=1

max(0, 1− b−1
j |x− xj |)

with bj+1+ bj ≤ 2−j−1 (such that the spikes don’t overlap). By construction
f(x) will be continuous except at x = 0. However, if we let the bj ’s decay
sufficiently fast such that the area of the spikes inside (−r, r) is o(r), the
point x = 0 will nevertheless be a Lebesgue point. For example, bj = 2−2j−1

will do. ⋄

Note that the balls can be replaced by more general sets: A sequence of
sets Aj(x) is said to shrink to x nicely if there are balls Brj (x) with rj → 0
and a constant ε > 0 such that Aj(x) ⊆ Brj (x) and |Aj | ≥ ε|Brj (x)|.
Example 4.6. For example, Aj(x) could be some balls or cubes (not nec-
essarily containing x). However, the portion of Brj (x) which they occupy
must not go to zero! For example, the rectangles (0, 1j ) × (0, 2j ) ⊂ R2 do
shrink nicely to 0, but the rectangles (0, 1j )× (0, 2

j2
) do not. ⋄

Lemma 4.7. Let f be (locally) integrable. Then at every Lebesgue point we
have

f(x) = lim
j→∞

1

|Aj(x)|

∫
Aj(x)

f(y)dny (4.12)

whenever Aj(x) shrinks to x nicely.

Proof. Let x be a Lebesgue point and choose some nicely shrinking sets
Aj(x) with corresponding Brj (x) and ε. Then

1

|Aj(x)|

∫
Aj(x)

|f(y)− f(x)|dny ≤ 1

ε|Brj (x)|

∫
Brj (x)

|f(y)− f(x)|dny

and the claim follows. □

If we take f to be the Radon–Nikodym derivative of an absolutely con-
tinuous measure, then these results can also be understood as differentiation
results for measures. To complement these results we provide the corre-
sponding statement for singular measures.

Lemma 4.8. Let µ be singular with respect to Lebesgue measure. Then we
have (Dµ)(x) = (Dµ)(x) = 0 for almost every x (with respect to Lebesgue
measure).

Proof. By definition µ is supported on a set N of Lebesgue measure zero.
Hence choosingA = Rn\N in the second part of Lemma 4.5 shows (Dµ)(x) =
0 for a.e. x ∈ A. □
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In summary we conclude that the derivative Dµ exists a.e. with respect
to Lebesgue measure. However, in contrast to Dµ it is not clear that Dµ is
(Borel) measurable. This nuisance can be fixed by either altering Dµ on a
set of measure zero or by working with the completion of the Borel σ-algebra.
We leave it to the reader to pick one choice and interpret the following results
accordingly. Then, combining these two lemmas with Theorem 4.6 shows

Theorem 4.9. Let µ be a Borel measure on Rn. The derivative Dµ exists
a.e. with respect to Lebesgue measure and equals the Radon–Nikodym deriva-
tive of the absolutely continuous part of µ with respect to Lebesgue measure;
that is,

µac(A) =

∫
A
(Dµ)(x)dnx. (4.13)

In particular, µ is singular with respect to Lebesgue measure if and only
if Dµ = 0 a.e. with respect to Lebesgue measure.

In the special case of Borel measures on R the last result reads

Corollary 4.10. Let µ be a Borel measure on R. Then its distribution func-
tion is differentiable a.e. with respect to Lebesgue measure and the derivative
equals the Radon–Nikodym derivative.

Proof. Let f be the Radon–Nikodym derivative. Since the sets (x, x + r)
shrink nicely to x as r → 0, Lemma 4.7 implies

lim
r→0

µ((x, x+ r))

r
= lim

r→0

µ(x+ r)− µ(x)

r
= f(x)

a.e. Since the same is true for the sets (x − r, x), µ(x) is differentiable a.e.
and µ′(x) = f(x). □

Using the upper and lower derivatives, we can also give supports for the
absolutely and singularly continuous parts.

Theorem 4.11. The set {x|0 < (Dµ)(x) < ∞} is a support for the abso-
lutely continuous and {x|(Dµ)(x) = ∞} is a support for the singular part.

Proof. The first part is immediate from the previous theorem. For the
second part first note that by (Dµ)(x) ≥ (Dµsing)(x) we can assume that µ
is purely singular. It suffices to show that the set Ak := {x | (Dµ)(x) < k}
satisfies µ(Ak) = 0 for every k ∈ N.

Let K ⊂ Ak be compact, and let Vj ⊃ K be some open set such that
|Vj \K| ≤ 1

j (Lemma 1.21). For every x ∈ K there is some ε = ε(x) such
that Bε(x) ⊆ Vj and µ(B3ε(x)) ≤ k|B3ε(x)|. By compactness, finitely many
of these balls cover K and hence

µ(K) ≤
∑
i

µ(Bεi(xi)).
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Selecting disjoint balls as in Lemma 4.4 further shows

µ(K) ≤
∑
ℓ

µ(B3εiℓ
(xiℓ)) ≤ k3n

∑
ℓ

|Bεiℓ (xiℓ)| ≤ k3n|Vj |.

Letting j → ∞, we see µ(K) ≤ k3n|K| and by regularity we even have
µ(A) ≤ k3n|A| for every A ⊆ Ak. Hence µ is absolutely continuous on Ak
implying that, by the Radon–Nikodym theorem, there is some density f such
that µ(A) =

∫
A f(x)d

nx for all measurable subsets A ⊆ Ak. Moreover, since
we assumed µ to be singular, there is some set N such that |N | = 0 and
µ(Ak) = µ(Ak ∩N) =

∫
Ak∩N f(x)d

nx = 0 by (2.15). □

Finally, we note that these supports are minimal. Here a support M of
some measure µ is called a minimal support (it is sometimes also called
an essential support) if every subset M0 ⊆ M which does not support µ
(i.e., µ(M0) = 0) has Lebesgue measure zero.
Example 4.7. Let X := R, Σ := B. If dµ(x) :=

∑
n αndθ(x − xn) is a

sum of Dirac measures, then the set {xn} is clearly a minimal support for
µ. Moreover, it is clearly the smallest support as none of the xn can be
removed. If we choose {xn} to be the rational numbers, then supp(µ) = R,
but R is not a minimal support, as we can remove the irrational numbers.

On the other hand, if we consider the Lebesgue measure λ, then R is
a minimal support. However, the same is true if we remove any set of
measure zero, for example, the Cantor set. In particular, since we can remove
any single point, we see that, just like supports, minimal supports are not
unique. ⋄

Lemma 4.12. The set Mac := {x|0 < (Dµ)(x) < ∞} is a minimal support
for µac.

Proof. Suppose M0 ⊆ Mac and µac(M0) = 0. Set Mε = {x ∈ M0|ε <
(Dµ)(x)} for ε > 0. Then Mε ↗M0 and

|Mε| =
∫
Mε

dnx ≤ 1

ε

∫
Mε

(Dµ)(x)dnx =
1

ε
µac(Mε) ≤

1

ε
µac(M0) = 0

shows |M0| = limε↓0 |Mε| = 0. □

Note that the set M = {x|0 < (Dµ)(x)} is a minimal support of µ
(Problem 4.9).
Example 4.8. The Cantor function (also known as devil’s staircase)
is constructed as follows: Take the sets Cn used in the construction of the
Cantor set C: Cn is the union of 2n closed intervals with 2n−1 open gaps in
between. Set fn equal to j/2n on the j’th gap of Cn and extend it to [0, 1]
by linear interpolation. Note that, since we are creating precisely one new
gap between every old gap when going from Cn to Cn+1, the value of fn+1 is
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the same as the value of fn on the gaps of Cn. Explicitly, we have f0(x) = x
and fn+1 = K(fn), where

K(f)(x) :=


1
2f(3x), 0 ≤ x ≤ 1

3 ,
1
2 ,

1
3 ≤ x ≤ 2

3 ,
1
2(1 + f(3x− 2)), 2

3 ≤ x ≤ 1.

SinceK is a contraction on the set of bounded functions, ∥K(g1)−K(g0)∥∞ ≤
1
2∥g1 − g0∥∞, we can define the Cantor function as f = limn→∞ fn. By con-
struction f is a continuous function which is constant on every subinterval
of [0, 1] \C. Since C is of Lebesgue measure zero, this set is of full Lebesgue
measure and hence f ′ = 0 a.e. in [0, 1]. In particular, the corresponding
measure, the Cantor measure, is supported on C and is purely singular
with respect to Lebesgue measure. ⋄

We remark that the Lebesgue measure can be replaced by an arbitrary
Borel measure, but this requires the more sophisticated Besicovitch3 covering
lemma. We refer to [7] for further details.

Problem* 4.7. Let µ be a Borel measure on Rn. Show that

µ(Bε(x)) ≤ lim inf
y→x

µ(Bε(y)) ≤ lim sup
y→x

µ(B̄ε(y)) ≤ µ(B̄ε(x)).

In particular, conclude that x 7→ µ(Bε(x)) is lower semicontinuous for ε > 0.

Problem 4.8. Generalize Lemma 4.8 by showing that at almost every point
x (with respect to Lebesgue measure) we have

lim
j→∞

µ(Aj(x))

|Aj(x)|
= 0, (4.14)

whenever Aj(x) shrinks to x nicely.

Problem* 4.9. Show that M := {x|0 < (Dµ)(x)} is a minimal support of
µ.

Problem 4.10. Suppose Dµ ≤ α. Show that dµ = f dnx with 0 ≤ f ≤ α.

Problem* 4.11 (Markov (also Chebyshev) inequality). For f ∈ L1(Rn)
and α > 0 show

|{x ∈ A| |f(x)| ≥ α}| ≤ 1

α

∫
A
|f(x)|dnx.

Somewhat more general, assume g(x) ≥ 0 is nondecreasing and g(α) > 0.
Then

µ({x ∈ A| f(x) ≥ α}) ≤ 1

g(α)

∫
A
g ◦ f dµ.

3Abram Besicovitch (1891–1970), Russian mathematician

http://en.wikipedia.org/wiki/Abram Besicovitch
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Problem* 4.12. Let f ∈ Lploc(R
n), 1 ≤ p < ∞, then for a.e. x ∈ Rn we

have
lim
r↓0

1

|Br(x)|

∫
Br(x)

|f(y)− f(x)|pdny = 0.

The same conclusion hols if the balls are replaced by sets Aj(x) which shrink
nicely to x.

Problem 4.13. Show that the Cantor function f is Hölder continuous |f(x)−
f(y)| ≤ |x − y|α with exponent α = log3(2). (Hint: Show that if a bijection
g : [0, 1] → [0, 1] satisfies a Hölder estimate |g(x)− g(y)| ≤M |x− y|α, then
so does K(g): |K(g)(x)−K(g)(y)| ≤ 3α

2 M |x− y|α.)

4.3. Complex measures

Let (X,Σ) be some measurable space. A map ν : Σ → C is called a complex
measure if it is σ-additive:

ν(
∞⋃
·

n=1

An) =
∞∑
n=1

ν(An), An ∈ Σ. (4.15)

Choosing An = ∅ for all n in (4.15) shows ν(∅) = 0.
Note that a positive measure is a complex measure only if it is finite

(the value ∞ is not allowed for complex measures). Moreover, the defini-
tion implies that the sum is independent of the order of the sets An, that
is, it converges unconditionally and thus absolutely by the Riemann series
theorem.
Example 4.9. Let µ be a positive measure. For every f ∈ L1(X, dµ) we
have that f dµ is a complex measure (compare the proof of Lemma 2.3 and
use dominated in place of monotone convergence). In fact, we will show that
every complex measure is of this form. ⋄
Example 4.10. Let ν1, ν2 be two complex measures and α1, α2 two complex
numbers. Then α1ν1 + α2ν2 is again a complex measure. Clearly we can
extend this to any finite linear combination of complex measures. ⋄

When dealing with complex functions f an important object is the pos-
itive function |f |. Given a complex measure ν it seems natural to consider
the set function A 7→ |ν(A)|. However, considering the simple example
dν(x) := sign(x)dx on X := [−1, 1] one sees that this set function is not
additive and this simple approach does not provide a positive measure asso-
ciated with ν. However, using |ν(A ∩ [−1, 0))| + |ν(A ∩ [0, 1])| we do get a
positive measure. Motivated by this we introduce the total variation of a
measure defined as

|ν|(A) := sup
{ n∑
k=1

|ν(Ak)|
∣∣∣Ak ∈ Σ disjoint, A =

n⋃
·

k=1

Ak

}
. (4.16)
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Note that by construction we have

|ν(A)| ≤ |ν|(A). (4.17)

Moreover, the total variation is monotone |ν|(A) ≤ |ν|(B) if A ⊆ B and for
a positive measure µ we have of course |µ|(A) = µ(A).

Theorem 4.13. The total variation |ν| of a complex measure ν is a finite
positive measure.

Proof. We begin by showing that |ν| is a positive measure. We need to
show |ν|(A) =

∑∞
n=1 |ν|(An) for any partition of A into disjoint sets An. If

|ν|(An) = ∞ for some n it is not hard to see that |ν|(A) = ∞ and hence we
can assume |ν|(An) <∞ for all n.

Let ε > 0 be fixed and for each An choose a disjoint partition Bn,k of An
such that

|ν|(An) ≤
mn∑
k=1

|ν(Bn,k)|+
ε

2n
.

Then
N∑
n=1

|ν|(An) ≤
N∑
n=1

mn∑
k=1

|ν(Bn,k)|+ ε ≤ |ν|(
N⋃
·

n=1

An) + ε ≤ |ν|(A) + ε

since
⋃
· Nn=1

⋃
· mn
k=1Bn,k =

⋃
· Nn=1An. As ε was arbitrary this shows |ν|(A) ≥∑∞

n=1 |ν|(An).
Conversely, given a finite partition Bk of A, then

m∑
k=1

|ν(Bk)| =
m∑
k=1

∣∣∣ ∞∑
n=1

ν(Bk ∩An)
∣∣∣ ≤ m∑

k=1

∞∑
n=1

|ν(Bk ∩An)|

=
∞∑
n=1

m∑
k=1

|ν(Bk ∩An)| ≤
∞∑
n=1

|ν|(An).

Taking the supremum over all partitions Bk shows |ν|(A) ≤
∑∞

n=1 |ν|(An).
Hence |ν| is a positive measure and it remains to show that it is finite.

Splitting ν into its real and imaginary part, it is no restriction to assume
that ν is real-valued since |ν|(A) ≤ |Re(ν)|(A) + |Im(ν)|(A).

The idea is as follows: Suppose we can split any given set A with |ν|(A) =
∞ into two subsets B and A \B such that |ν(B)| ≥ 1 and |ν|(A \B) = ∞.
Then we can construct a sequence Bn of disjoint sets with |ν(Bn)| ≥ 1 for
which

∑∞
n=1 ν(Bn) diverges (the terms of a convergent series must converge

to zero). But σ-additivity requires that the sum converges to ν(
⋃
· nBn), a

contradiction.
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It remains to show existence of this splitting. Let A with |ν|(A) = ∞ be
given. Then there is a partition of disjoint sets Aj such that

n∑
j=1

|ν(Aj)| ≥ 2 + |ν(A)|.

Now let A+ :=
⋃
{Aj |ν(Aj) ≥ 0} and A− := A\A+ =

⋃
{Aj |ν(Aj) < 0}.

Then the above inequality reads ν(A+) + |ν(A−)| ≥ 2 + |ν(A+) − |ν(A−)||
implying (show this) that for both of them we have |ν(A±)| ≥ 1 and by
|ν|(A) = |ν|(A+) + |ν|(A−) either A+ or A− must have infinite |ν| measure.

□

Note that this implies that every complex measure ν can be written as
a linear combination of four positive measures. In fact, first we can split ν
into its real and imaginary part

ν = νr + iνi, νr(A) := Re(ν(A)), νi(A) := Im(ν(A)). (4.18)

Second we can split every real (also called signed) measure according to

ν = ν+ − ν−, ν±(A) :=
|ν|(A)± ν(A)

2
. (4.19)

By (4.17) both ν− and ν+ are positive measures. This splitting is also known
as Jordan decomposition of a signed measure. In summary, we can split
every complex measure ν into four positive measures

ν = νr,+ − νr,− + i(νi,+ − νi,−) (4.20)

which is also known as Jordan decomposition.
Of course such a decomposition of a signed measure is not unique (we can

always add a positive measure to both parts), however, the Jordan decom-
position is unique in the sense that it is the smallest possible decomposition.

Lemma 4.14. Let ν be a complex measure and µ a positive measure satis-
fying |ν(A)| ≤ µ(A) for all measurable sets A. Then |ν| ≤ µ. (Here |ν| ≤ µ
has to be understood as |ν|(A) ≤ µ(A) for every measurable set A.)

Furthermore, let ν be a signed measure and ν = ν̃+− ν̃− a decomposition
into positive measures. Then ν̃± ≥ ν±, where ν± is the Jordan decomposition.

Proof. It suffices to prove the first part since the second is a special case.
But for every measurable set A and a corresponding finite partition Ak we
have

∑
k |ν(Ak)| ≤

∑
k µ(Ak) = µ(A) implying |ν|(A) ≤ µ(A). □

Moreover, we also have:

Theorem 4.15. The set of all complex measures M(X) together with the
norm ∥ν∥ := |ν|(X) is a Banach space.
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Proof. Clearly M(X) is a vector space and it is straightforward to check
that |ν|(X) is a norm. Hence it remains to show that every Cauchy sequence
νk has a limit.

First of all, by |νk(A)−νj(A)| = |(νk−νj)(A)| ≤ |νk−νj |(A) ≤ ∥νk−νj∥,
we see that νk(A) is a Cauchy sequence in C for every A ∈ Σ and we can
define

ν(A) := lim
k→∞

νk(A).

Moreover, Cj := supk≥j ∥νk − νj∥ → 0 as j → ∞ and we have

|νj(A)− ν(A)| ≤ Cj .

Next we show that ν satisfies (4.15). Let Am be given disjoint sets and set
Ãn :=

⋃
· nm=1Am, A :=

⋃
· ∞m=1Am. Since we can interchange limits with

finite sums, (4.15) holds for finitely many sets. Hence it remains to show
ν(Ãn) → ν(A). This follows from

|ν(Ãn)− ν(A)| ≤ |ν(Ãn)− νk(Ãn)|+ |νk(Ãn)− νk(A)|+ |νk(A)− ν(A)|

≤ 2Ck + |νk(Ãn)− νk(A)|.

Finally, νk → ν since |νk(A) − ν(A)| ≤ Ck implies ∥νk − ν∥ ≤ 4Ck (Prob-
lem 4.18). □

If µ is a positive and ν a complex measure we say that ν is absolutely
continuous with respect to µ if µ(A) = 0 implies ν(A) = 0. We say that ν is
singular with respect to µ if |ν| is, that is, there is a measurable set N such
that µ(N) = 0 and |ν|(X \N) = 0.

Lemma 4.16. If µ is a positive and ν a complex measure then ν ≪ µ if
and only if |ν| ≪ µ. Similarly, ν ≪ µ if and only if this holds for all four
measures in the Jordan decomposition.

Proof. If ν ≪ µ, then µ(A) = 0 implies µ(B) = 0 for every B ⊆ A and
hence |ν|(A) = 0. Conversely, if |ν| ≪ µ, then µ(A) = 0 implies |ν(A)| ≤
|ν|(A) = 0. The second claim now is immediate from Problem 4.18. □

Now we can prove the complex version of the Radon–Nikodym theorem:

Theorem 4.17 (Complex Radon–Nikodym). Let (X,Σ) be a measurable
space, µ a positive σ-finite measure and ν a complex measure.Then there
exists a function f ∈ L1(X, dµ) and a set N of µ measure zero, such that

ν(A) = ν(A ∩N) +

∫
A
f dµ. (4.21)

The function f is determined uniquely a.e. with respect to µ and is called the
Radon–Nikodym derivative dν

dµ of ν with respect to µ.
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In particular, ν can be uniquely decomposed as ν = νsing + νac, where
νsing(A) := ν(A ∩ N) is singular and dνac := f dµ is absolutely continuous
with respect to µ.

Proof. We start with the case where ν is a signed measure. Let ν = ν+−ν−
be its Jordan decomposition. Then by Theorem 4.1 there are sets N± and
functions f± such that ν±(A) = ν±(A ∩N±) +

∫
A f±dµ. Since ν± are finite

measures we must have
∫
X f±dµ ≤ ν±(X) and hence f± ∈ L1(X, dµ). More-

over, since N := N− ∪N+ has µ measure zero the remark after Theorem 4.1
implies ν±(A) = ν±(A∩N)+

∫
A f±dµ and hence ν(A) = ν(A∩N)+

∫
A f dµ

where f := f+ − f− ∈ L1(X, dµ).
If ν is complex we can split it into real and imaginary part and use the

same reasoning to reduce it to the singed case. If ν is absolutely continuous
we have |ν|(N) = 0 and hence ν(A ∩N) = 0. Uniqueness of the decomposi-
tion (and hence of f) follows literally as in the proof of Theorem 4.3. □

If ν is absolutely continuous with respect to µ the total variation of
dν = f dµ is just d|ν| = |f |dµ:

Lemma 4.18. Let dν = dνsing + f dµ be the Lebesgue decomposition of a
complex measure ν with respect to a positive σ-finite measure µ. Then

|ν|(A) = |νsing|(A) +
∫
A
|f |dµ. (4.22)

Proof. We first show |ν| = |νsing| + |νac|. Let A be given and let Ak be a
partition of A as in (4.16). By the definition of the total variation we can
find a partition Asing,k of A ∩N such that

∑
k |ν(Asing,k)| ≥ |νsing|(A) − ε

2
for arbitrary ε > 0 (note that νsing(Asing,k) = ν(Asing,k) as well as νsing(A∩
N ′) = 0). Similarly, there is such a partition Aac,k of A ∩ N ′ such that∑

k |ν(Aac,k)| ≥ |νac|(A)− ε
2 . Then combining both partitions into a partition

Ak for A we obtain |ν|(A) ≥
∑

k |ν(Ak)| ≥ |νsing|(A) + |νac|(A) − ε. Since
ε > 0 is arbitrary we conclude |ν|(A) ≥ |νsing|(A) + |νac|(A) and as the
converse inequality is trivial the first claim follows.

It remains to show d|νac| = |f | dµ. Given a partition A =
⋃
· nAn we have∑

n

|νac(An)| =
∑
n

∣∣∣ ∫
An

f dµ
∣∣∣ ≤∑

n

∫
An

|f |dµ =

∫
A
|f |dµ.

Hence |νac|(A) ≤
∫
A |f |dµ. To show the converse define

Ank := {x ∈ A|k − 1

n
<

arg(f(x)) + π

2π
≤ k

n
}, 1 ≤ k ≤ n.
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Then the simple functions

sn(x) :=
n∑
k=1

e−2πi k−1
n

+iπχAn
k
(x)

converge to sign(f(x)∗) for every x ∈ A and hence

lim
n→∞

∫
A
snf dµ =

∫
A
|f |dµ

by dominated convergence. Moreover,∣∣∣ ∫
A
snf dµ

∣∣∣ ≤ n∑
k=1

∣∣∣ ∫
An

k

snf dµ
∣∣∣ = n∑

k=1

|νac(Ank)| ≤ |νac|(A)

shows
∫
A |f |dµ ≤ |νac|(A). □

As a consequence we obtain (Problem 4.14):

Corollary 4.19 (polar decomposition). If ν is a complex measure, then
dν = h d|ν|, where |h| = 1.

If ν is a signed measure, then h is real-valued and we obtain:

Corollary 4.20. If ν is a signed measure, then dν = h d|ν|, where h2 = 1.
In particular, dν± = χX±d|ν|, where X± := h−1({±1}).

The decomposition X = X+ ∪· X− from the previous corollary is known
as Hahn decomposition4 and it is characterized by the property that
±ν(A) ≥ 0 if A ⊆ X±. This decomposition is not unique since we can
shift sets of |ν| measure zero from one to the other.

We also briefly mention that the concept of regularity generalizes in a
straightforward manner to complex Borel measures. If X is a Hausdorff
space with its Borel σ-algebra we call ν (outer/inner) regular if |ν| is. It
is not hard to see (Problem 4.19):

Lemma 4.21. A complex measure is regular if and only if all measures in
its Jordan decomposition are.

The subspace of regular Borel measures will be denoted by Mreg(X).
Note that it is closed and hence again a Banach space (Problem 4.20).

Clearly we can use Corollary 4.19 to define the integral of a bounded
function f with respect to a complex measure dν = h d|ν| as∫

f dν :=

∫
fh d|ν|. (4.23)

4Hans Hanhn (1879–1934), Austrian mathematician and philosopher

http://en.wikipedia.org/wiki/Hans Hanhn (mathematician)
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In fact, it suffices to assume that f is integrable with respect to d|ν| and we
obtain ∣∣∣∣∫ f dν

∣∣∣∣ ≤ ∫ |f |d|ν|. (4.24)

For bounded functions this implies∣∣∣ ∫
A
f dν

∣∣∣ ≤ ∥f∥∞|ν|(A). (4.25)

Finally, there is an interesting equivalent definition of absolute continu-
ity:

Lemma 4.22. If µ is a positive and ν a complex measure then ν ≪ µ if and
only if for every ε > 0 there is a corresponding δ > 0 such that

µ(A) < δ ⇒ |ν(A)| < ε, ∀A ∈ Σ. (4.26)

Proof. Suppose ν ≪ µ implying that it is of the from dν = f dµ. Let
Xn = {x ∈ X| |f(x)| ≤ n} and note that |ν|(X \ Xn) → 0 since Xn ↗ X
and |ν|(X) < ∞. Given ε > 0 we can choose n such that |ν|(X \Xn) ≤ ε

2
and δ = ε

2n . Then, if µ(A) < δ we have

|ν(A)| ≤ |ν|(A ∩Xn) + |ν|(X \Xn) ≤ nµ(A) +
ε

2
< ε.

The converse direction is obvious. □

It is important to emphasize that the fact that |ν|(X) < ∞ is crucial
for the above lemma to hold. In fact, it can fail for positive measures as the
simple counterexample dν(λ) = λ2dλ on R shows.

Problem* 4.14. Prove Corollary 4.19. (Hint: Use the complex Radon–
Nikodym theorem to get existence of h. Then show that 1 − |h| vanishes
a.e.)

Problem 4.15 (Markov inequality). Let ν be a complex and µ a positive
measure. If f denotes the Radon–Nikodym derivative of ν with respect to µ,
then show that

µ({x ∈ A| |f(x)| ≥ α}) ≤ |ν|(A)
α

.

Problem 4.16. Let ν be a complex and µ a positive measure and suppose
|ν(A)| ≤ Cµ(A) for all A ∈ Σ. Then dν = f dµ with ∥f∥∞ ≤ C. (Hint:
First show |ν|(A) ≤ Cµ(A) and then use Problem 4.3.)

Problem 4.17. Let ν be a signed measure and ν± its Jordan decomposition.
Show

ν+(A) = max
B∈Σ,B⊆A

ν(B), ν−(A) = − min
B∈Σ,B⊆A

ν(B).
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Problem* 4.18. Let ν be a complex measure with Jordan decomposition
(4.20). Show the estimate

1√
2
νs(A) ≤ |ν|(A) ≤ νs(A), νs = νr,+ + νr,− + νi,+ + νi,−.

Show that |ν(A)| ≤ C for all measurable sets A implies ∥ν∥ ≤ 4C.

Problem* 4.19. Show Lemma 4.21. (Hint: Problems 1.25 and 4.18.)

Problem* 4.20. Let X be a Hausdorff space. Show that Mreg(X) ⊆ M(X)
is a closed subspace.

Problem 4.21. Let S ⊆ Σ be a collection of sets which contains X, gener-
ates Σ, and which is closed under finite intersections. Show that a complex
measure is uniquely determined by its values on S.

Moreover, for a positive measure µ and an integrable function f :

f = 0 a.e. ⇔
∫
A
f dµ = 0, A ∈ S.

(Hint: Compare with Theorem 1.3.)

Problem 4.22. Let µ be a complex Borel measures Rn and f ∈ L1
loc(Rn).

Define the convolution of µ and f as

(µ ∗ f)(x) :=
∫
Rn

f(x− y)dµ(y),

whenever f(x − .) is integrable with respect to µ. Generalize Young’s in-
equality to this case: If f ∈ Lp(Rn), 1 ≤ p ≤ ∞, then µ ∗ f ∈ Lp(Rn)
with

∥µ ∗ f∥p ≤ |µ|(Rn)∥f∥p.

Problem 4.23. Define the convolution of two complex Borel measures µ and
ν on Rn via

(µ ∗ ν)(A) :=
∫
Rn

∫
Rn

χA(x+ y)dµ(x)dν(y).

Note |µ ∗ ν|(Rn) ≤ |µ|(Rn)|ν|(Rn). Show that this implies∫
Rn

h(x)d(µ ∗ ν)(x) =
∫
Rn

∫
Rn

h(x+ y)dµ(x)dν(y)

for any bounded measurable function h. Conclude that it coincides with our
previous definition in case µ and ν are absolutely continuous with respect to
Lebesgue measure.
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4.4. Appendix: Functions of bounded variation and
absolutely continuous functions

Let [a, b] ⊆ R be some compact interval and f : [a, b] → C. Given a partition
P = {a = x0, . . . , xn = b} of [a, b] we define the variation of f with respect
to the partition P by

V (P, f) :=
n∑
k=1

|f(xk)− f(xk−1)|. (4.27)

Note that the triangle inequality implies that adding points to a partition
increases the variation: if P1 ⊆ P2 then V (P1, f) ≤ V (P2, f). The supremum
over all partitions

V b
a (f) := sup

partitions P of [a, b]
V (P, f) (4.28)

is called the total variation of f over [a, b]. If the total variation is finite,
f is called of bounded variation. Since we clearly have

V b
a (αf) = |α|V b

a (f), V b
a (f + g) ≤ V b

a (f) + V b
a (g) (4.29)

the space BV [a, b] of all functions of finite total variation is a vector space.
However, the total variation is not a norm since (consider the partition P =
{a, x, b})

V b
a (f) = 0 ⇔ f(x) ≡ c. (4.30)

Moreover, any function of bounded variation is in particular bounded (con-
sider again the partition P = {a, x, b})

sup
x∈[a,b]

|f(x)| ≤ |f(a)|+ V b
a (f). (4.31)

Theorem 4.23. The functions of bounded variation BV [a, b] together with
the norm

∥f∥BV := |f(a)|+ V b
a (f) (4.32)

are a Banach space. Moreover, by (4.31) we have ∥f∥∞ ≤ ∥f∥BV .

Proof. By (4.30) we have ∥f∥BV = 0 if and only if f is constant and |f(a)| =
0, that is f = 0. Moreover, by (4.29) the norm is homogenous and satisfies
the triangle inequality. So let fn be a Cauchy sequence. Then fn converges
uniformly and pointwise to some bounded function f . Moreover, choose N
such that ∥fn − fm∥BV < ε whenever m,n ≥ N . Then for n ≥ N and for
any fixed partition

|f(a)− fn(a)|+ V (P, f − fn) = lim
m→∞

(
|fm(a)− fn(a)|+ V (P, fm − fn)

)
≤ sup

m≥N
∥fn − fm∥BV < ε.



130 4. More measure theory

Consequently ∥f − fn∥BV < ε which shows f ∈ BV [a, b] as well as fn → f
in BV [a, b]. □

Observe V a
a (f) = 0 as well as (Problem 4.25)

V b
a (f) = V c

a (f) + V b
c (f), c ∈ [a, b], (4.33)

and it will be convenient to set

V a
b (f) = −V b

a (f). (4.34)

Example 4.11. Every Lipschitz continuous function is of bounded variation.
In fact, if |f(x) − f(y)| ≤ L|x − y| for x, y ∈ [a, b], then V b

a (f) ≤ L(b −
a). However, (Hölder) continuity is not sufficient (cf. Problem 4.27 and
Theorem 4.29 below). ⋄
Example 4.12. By the inverse triangle inequality we have

V b
a (|f |) ≤ V b

a (f)

whereas the converse is not true: The function f : [0, 1] → {−1, 1} which
is 1 on the rational and −1 on the irrational numbers satisfies V 1

0 (f) = ∞
(show this) and V 1

0 (|f |) = V 1
0 (1) = 0.

From 2−1/2(|Re(z)|+ |Im(z)|) ≤ |z| ≤ |Re(z)|+ |Im(z)| we infer

2−1/2
(
V b
a (Re(f)) + V b

a (Im(f))
)
≤ V b

a (f) ≤ V b
a (Re(f)) + V b

a (Im(f))

which shows that f is of bounded variation if and only if Re(f) and Im(f)
are. ⋄
Example 4.13. Any real-valued nondecreasing function f is of bounded
variation with variation given by V b

a (f) = f(b)− f(a). Similarly, every real-
valued nonincreasing function g is of bounded variation with variation given
by V b

a (g) = g(a) − g(b). Moreover, the sum f + g is of bounded variation
with variation given by V b

a (f + g) ≤ V b
a (f) + V b

a (g). The following theorem
shows that the converse is also true. ⋄

Theorem 4.24 (Jordan). Let f : [a, b] → R be of bounded variation, then f
can be decomposed as

f(x) = f+(x)− f−(x), f±(x) :=
1

2
(V x
a (f)± f(x)) , (4.35)

where f± are nondecreasing functions. Moreover, V b
a (f±) ≤ V b

a (f).

Proof. From

f(y)− f(x) ≤ |f(y)− f(x)| ≤ V y
x (f) = V y

a (f)− V x
a (f)

for x ≤ y we infer V x
a (f)−f(x) ≤ V y

a (f)−f(y), that is, f− is nondecreasing.
Moreover, replacing f by −f shows that f+ is nondecreasing and the claim
follows. □
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In particular, we see that functions of bounded variation have at most
countably many discontinuities and at every discontinuity the limits from
the left and right exist.

For functions f : (a, b) → C (including the case where (a, b) is un-
bounded) we will set

V b
a (f) := lim

c↓a,d↑b
V d
c (f). (4.36)

In this respect the following lemma is of interest:

Lemma 4.25. Suppose f ∈ BV [a, b]. We have limc↑b V
c
a (f) = V b

a (f) if and
only if f(b) = f(b−) and limc↓a V

b
c (f) = V b

a (f) if and only if f(a) = f(a+).
In particular, V x

a (f) is left, right continuous if and only if f is.

Proof. Using (4.33) the first claim is equivalent to limc↑b V
b
c (f) = 0 if and

only if f(b) = f(b−). Moreover, taking the limit in V b
c (f) ≥ |f(b) − f(c)|

shows limc↑b V
b
c (f) ≥ |f(b) − f(b−)|. Conversely, if f(b) = f(b−) we have

limc↑b V
b
c (f) = 0 if f is monotone and the general follows by splitting f into

four nondecreasing functions and using (4.29). □

If f : R → C is of bounded variation, then we can write it as a linear
combination of four nondecreasing functions and hence associate a complex
measure df with f via Theorem 1.13 (since all four functions are bounded,
so are the associated measures).

Theorem 4.26. There is a one-to-one correspondence between functions in
f ∈ BV (R) which are right continuous and normalized by f(0) = 0 and
complex Borel measures ν on R such that f is the distribution function of ν
as defined in (1.17). Moreover, in this case the distribution function of the
total variation of ν is |ν|(x) = V x

0 (f).

Proof. We have already seen how to associate a complex measure df with
a function of bounded variation. If f is right continuous and normalized, it
will be equal to the distribution function of df by construction. Conversely,
let dν be a complex measure with distribution function ν. Then for every
a < b we have

V b
a (ν) = sup

P={a=x0,...,xn=b}
V (P, ν)

= sup
P={a=x0,...,xn=b}

n∑
k=1

|ν((xk−1, xk])| ≤ |ν|((a, b])

and thus the distribution function is of bounded variation. Furthermore,
consider the measure µ whose distribution function is µ(x) = V x

0 (ν). Then
we see |ν((a, b])| = |ν(b) − ν(a)| ≤ V b

a (ν) = µ((a, b]) ≤ |ν|((a, b]). Hence
we obtain |ν(A)| ≤ µ(A) ≤ |ν|(A) for all intervals A, thus for all open sets
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(since every open subset of R can be written as a countable union of intervals;
cf. Problem B.42 from [25]), and thus for all Borel sets by outer regularity.
Hence Lemma 4.14 implies µ = |ν| and hence |ν|(x) = V x

0 (f). □

As a consequence of Corollary 4.10 we note:

Corollary 4.27. Functions of bounded variation are differentiable a.e. with
respect to Lebesgue measure.

We will call a function f : [a, b] → C absolutely continuous if for every
ε > 0 there is a corresponding δ > 0 such that∑

k

|yk − xk| < δ ⇒
∑
k

|f(yk)− f(xk)| < ε (4.37)

for every countable collection of pairwise disjoint intervals (xk, yk) ⊂ [a, b].
The set of all absolutely continuous functions on [a, b] will be denoted by
AC[a, b]. The special choice of just one interval shows that every absolutely
continuous function is (uniformly) continuous, AC[a, b] ⊂ C[a, b].
Example 4.14. Every Lipschitz continuous function is absolutely continu-
ous. In fact, if |f(x)− f(y)| ≤ L|x− y| for x, y ∈ [a, b], then we can choose
δ = ε

L . In particular, C1[a, b] ⊂ AC[a, b]. Note that Hölder continuity is
neither sufficient (cf. Problem 4.27 and Theorem 4.29 below) nor necessary
(cf. Problem 4.32). ⋄
Theorem 4.28. A complex Borel measure ν on R is absolutely continuous
with respect to Lebesgue measure if and only if its distribution function is
locally absolutely continuous (i.e., absolutely continuous on every compact
subinterval). Moreover, in this case the distribution function ν(x) is differ-
entiable almost everywhere and

ν(x) = ν(0) +

∫ x

0
ν ′(y)dy (4.38)

with ν ′ integrable,
∫
R |ν ′(y)|dy = |ν|(R).

Proof. Suppose the measure ν is absolutely continuous. Now (4.37) fol-
lows from (4.26) in the special case where A is a union of pairwise disjoint
intervals.

Conversely, suppose ν(x) is absolutely continuous on [a, b]. We will verify
(4.26). To this end fix ε and choose δ such that ν(x) satisfies (4.37). By outer
regularity it suffices to consider the case where A is open. Moreover, every
open set O ⊂ (a, b) can be written as a countable union of disjoint intervals
Ik = (xk, yk) (cf. Problem B.42 from [25]) and thus |O| =

∑
k |yk − xk| ≤ δ

implies

|ν(O)| =
∣∣∣∑
k

(
ν(yk)− ν(xk)

)∣∣∣ ≤∑
k

|ν(yk)− ν(xk)| ≤ ε
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as required.
The rest follows from Corollary 4.10. □

As a simple consequence of this result we can give an equivalent definition
of absolutely continuous functions as precisely the functions for which the
fundamental theorem of calculus holds.

Theorem 4.29. A function f : [a, b] → C is absolutely continuous if and
only if it is of the form

f(x) = f(a) +

∫ x

a
g(y)dy (4.39)

for some integrable function g. Moreover, in this case f is differentiable a.e
with respect to Lebesgue measure and f ′(x) = g(x). In addition, f is of
bounded variation and

V x
a (f) =

∫ x

a
|g(y)|dy. (4.40)

Proof. This is just a reformulation of the previous result. To see the last
claim combine the last part of Theorem 4.26 with Lemma 4.18. □

In particular, since the fundamental theorem of calculus fails for the
Cantor function, this function is an example of a continuous function which
is not absolutely continuous. Note that even if f is differentiable everywhere
the fundamental theorem of calculus might fail (Problem 4.33).

Finally, we note that in this case the integration by parts formula
continues to hold.

Lemma 4.30. Let f, g ∈ BV [a, b], then∫
[a,b)

f(x−)dg(x) = f(b−)g(b−)− f(a−)g(a−)−
∫
[a,b)

g(x+)df(x) (4.41)

as well as∫
[a,b)

f(x+)dg(x) = f(b−)g(b−)− f(a−)g(a−)−
∫
[a,b)

g(x−)df(x). (4.42)

Proof. Since the formula is linear in f and holds if f is constant, we can
assume f(a−) = 0 without loss of generality. Similarly, we can assume
g(b−) = 0. Plugging f(x−) =

∫
[a,x) df(y) into the left-hand side of the first
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formula we obtain from Fubini∫
[a,b)

f(x−)dg(x) =

∫
[a,b)

∫
[a,x)

df(y)dg(x)

=

∫
[a,b)

∫
[a,b)

χ{(x,y)|y<x}(x, y)df(y)dg(x)

=

∫
[a,b)

∫
[a,b)

χ{(x,y)|y<x}(x, y)dg(x)df(y)

=

∫
[a,b)

∫
(y,b)

dg(x)df(y) = −
∫
[a,b)

g(y+)df(y).

The second formula is shown analogously. □

Note that if we require f(x) = f(x+)+f(x−)
2 and g(x) = g(x+)+g(x−)

2 then
we can add both formulas to obtain the more symmetric form

∫
[a,b) f dg =

(fg)(b−)− (fg)(a−)−
∫
[a,b) g df . If both f, g ∈ AC[a, b] this takes the usual

form ∫ b

a
f(x)g′(x)dx = f(b)g(b)− f(a)g(a)−

∫ b

a
g(x)f ′(x)dx. (4.43)

For further generalizations of classical calculus rules to absolutely continuous
functions see the problems.

Problem 4.24. Compute V b
a (f) for f(x) = sign(x) on [a, b] = [−1, 1].

Problem* 4.25. Show (4.33).

Problem 4.26. Consider fj(x) := xj cos(π/x) for j ∈ N. Show that fj ∈
C[0, 1] if we set fj(0) = 0. Show that fj is of bounded variation for j ≥ 2
but not for j = 1.

Problem* 4.27. Let α ∈ (0, 1) and β > 1 with αβ ≤ 1. Set M :=∑∞
k=1 k

−β, x0 := 0, and xn := M−1
∑n

k=1 k
−β. Then we can define a func-

tion on [0, 1] as follows: Set g(0) := 0, g(xn) := n−β, and

g(x) := cn |x− tnxn − (1− tn)xn+1| , x ∈ [xn, xn+1],

where cn and tn ∈ [0, 1] are chosen such that g is (Lipschitz) continuous.
Show that f = gα is Hölder continuous of exponent α but not of bounded
variation. (Hint: What is the variation on each subinterval?)

Problem* 4.28 (Takagi function). The Takagi5 function (also blancmange
function) is the fixed point of the contraction K(f)(x) := s(x) + 1

2f(2x) for
one-periodic functions, where s(x) := dist(x,Z) = minn∈Z |x− n|:

b(x) := lim
n→∞

bn(x), bn(x) =

n∑
k=0

s(2kx)

2k
. (4.44)

5Teiji Takagi (1875–1960), Japanese mathematician

http://en.wikipedia.org/wiki/Teiji Takagi
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(i) Show that the Takagi function is Hölder continuous |b(x)−b(y)| ≤Mα|x−
y|α with Mα = (21−α − 1)−1 for any α ∈ (0, 1). (Hint: Show that the
contraction leaves the space of periodic functions satisfying such an estimate
invariant. Note |s(x)− s(y)| ≤ 2α−1|x− y|α.)

(ii) Show that the Takagi function is not of bounded variation. (Hint:
Note that bn is piecewise linear on the intervals of the partition Pn = {k2−n−1|0 ≤
k ≤ 2n+1}. Now investigate the derivative on this intervals and in partic-
ular how they change in each step. You should get V 1

0 (bn) = V (Pn, bn) =∑⌊(n+1)/2⌋
k=0

(
2k
k

)
2−2k.)

(iii) Show that the Takagi function is nowhere differentiable. By Corol-
lary 4.27 this also shows that b is not of bounded variation. (Hint: Consider
a difference quotient b(z)−b(y)

z−y , where y, z are dyadic rationals.)

Problem 4.29. Show that if f ∈ BV [a, b] then so is f∗, |f | and

V b
a (f

∗) = V b
a (f), V b

a (|f |) ≤ V b
a (f).

Moreover, show

V b
a (Re(f)) ≤ V b

a (f), V b
a (Im(f)) ≤ V b

a (f).

Problem 4.30. Show that if f, g ∈ BV [a, b] then so is f g and

V b
a (f g) ≤ V b

a (f) sup |g|+ V b
a (g) sup |f |.

Hence, together with the norm ∥f∥BV := ∥f∥∞ + V b
a (f) the space BV [a, b]

is a Banach algebra.

Problem 4.31. Show that for f ∈ BV (R) we have∫
R
|f(x+ y)− f(x)|dx ≤ V∞

−∞(f)|y|.

Problem* 4.32. Show that if f ∈ AC[a, b] and f ′ ∈ Lp(a, b), p > 1, then f
is Hölder continuous:

|f(x)− f(y)| ≤ ∥f ′∥p|x− y|1−
1
p .

Show that the function f(x) = − log(x)−1 is absolutely continuous but not
Hölder continuous on [0, 12 ].

Problem* 4.33. Consider f(x) := x2 sin( π
x2
) on [0, 1] (here f(0) = 0).

Show that f is differentiable everywhere and compute its derivative. Show
that its derivative is not integrable. In particular, this function is not abso-
lutely continuous and the fundamental theorem of calculus does not hold for
this function.

Problem 4.34. Show that the function f(x) := x2 sin( π
x2
) on [0, 1] from

the previous problem is Hölder continuous of exponent 1
2 . (Hint: Consider

0 < x < y. There is an x′ < y with f(x′) = f(x) and (x′)−2 − y−2 ≤ 2π.
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Now use the Cauchy–Schwarz inequality to estimate |f(y)− f(x)| = |f(y)−
f(x′)| = |

∫ y
x′ 1 · f

′(t)dt|.)

Problem 4.35. Suppose f ∈ AC[a, b]. Show that f ′ vanishes a.e. on f−1(c)
for every c. (Hint: Split the set f−1(c) into isolated points and the rest.)

Problem 4.36. A function f : [a, b] → R is said to have the Luzin N
property if it maps Lebesgue null sets to Lebesgue null sets. Show that
absolutely continuous functions have the Luzin N property. Show that the
Cantor function does not have the Luzin N property. (Hint: Use (4.37) and
recall that: A set A ⊆ R is a null set if and only if for every ε there exists a
countable set of intervals Ij which cover A and satisfy

∑
j |Ij | < ε.)

Problem* 4.37. The variation of a function f : [a, b] → Rn is defined by
replacing the absolute value by the Euclidean norm in the definition. Show
that f : [a, b] → Rn is of bounded variation if and only if every component is
of bounded variation.

Given a a curve γ : [a, b] → Rn the variation V (P, γ) can be viewed as
the length of the polygonal line whose support points are the points from the
partition P . Upon choosing finer and finer partitions of the interval [a, b] we
expect to obtain the length of the curve in the limit.

Hence a curve γ : [a, b] → Rn is called rectifiable if V b
a (γ) < ∞ and

V b
a (γ) is called the arc length of γ in this case. Conclude that γ is rectifiable

if and only if each of its coordinate functions is of bounded variation. Show
that if each coordinate function is absolutely continuous, then

V b
a (γ) =

∫ b

a
|γ′(t)|dt.

Note that this last formula might fail in general. Indeed, taking the Cantor
function c : [0, 1] → [0, 1], we have γ′(t) = 0 a.e. and

∫ 1
0 |γ′(t)|dt = 0 while

V 1
0 (γ) =

√
2. However, this can be fixed by choosing the so-called arc length

parameterization: Let s(t) := V t
a (γ) and set γ̃(s) := γ(t) for s = s(t) (note

that if s(t1) = s(t2) for t1 < t2, we also have γ(t1) = γ(t2), and hence this
is well-defined). Show that |γ̃(s2) − γ̃(s1)| ≤ |s2 − s1| implying that γ̃ is
absolutely continuous and V b

a (γ) = V b
a (γ̃) =

∫ b
a |γ̃

′(t)|dt.
(Hint: For the integral formula note that one inequality is easy. Then

reduce it to the case when γ′ is a step function.)

Problem 4.38. Show that if f, g ∈ AC[a, b] then so is f g and the product
rule (f g)′ = f ′g + f g′ holds. Conclude that AC[a, b] is a closed subalgebra
of the Banach algebra BV [a, b]. (Hint: Integration by parts. For the second
part use Problem 4.30 and (4.40).)
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Problem 4.39. Show that f ∈ AC[a, b] is nondecreasing iff f ′ ≥ 0 a.e. and
prove the substitution rule∫ b

a
g(f(x))f ′(x)dx =

∫ f(b)

f(a)
g(y)dy

in this case. Conclude that if h is absolutely continuous, then so is h ◦ f and
the chain rule (h ◦ f)′ = (h′ ◦ f)f ′ holds.

Moreover, show that f ∈ AC[a, b] is strictly increasing iff f ′ > 0 a.e. In
this case f−1 is also absolutely continuous and the inverse function rule

(f−1)′ =
1

f ′ ◦ f−1

holds. (Hint: (2.75).)

Problem 4.40. Consider f(x) := x2 sin(πx ) on [0, 1] (here f(0) = 0) and
g(x) =

√
|x|. Show that both functions are absolutely continuous, but g ◦f is

not. Hence the monotonicity assumption in Problem 4.39 is important. Show
that if f is absolutely continuous and g Lipschitz, then g ◦ f is absolutely
continuous.

Problem 4.41. Consider f(x) := 1
2(c(x)+x) on [0, 1], where c is the Cantor

function. Show that the inverse f−1 is Lipschitz continuous with Lipschitz
constant 1

2 . In particular f−1 is absolutely continuous while f is not. Hence
the f ′ > 0 assumption in Problem 4.39 is important.

Problem 4.42 (Characterization of the exponential function). Show that
every nontrivial locally integrable function f : R → C satisfying

f(x+ y) = f(x)f(y), x, y ∈ R,

is of the from f(x) = eαx for some α ∈ C. (Hint: Start with F (x) =∫ x
0 f(t)dt and show F (x + y) − F (x) = F (y)f(x). Conclude that f is abso-

lutely continuous.)

Problem 4.43. Let X ⊆ R be an interval, Y some measure space, and
f : X×Y → C some measurable function. Suppose x 7→ f(x, y) is absolutely
continuous for a.e. y such that∫ b

a

∫
Y

∣∣∣∣ ∂∂xf(x, y)
∣∣∣∣ dµ(y)dx <∞

for every compact interval [a, b] ⊆ X and
∫
Y |f(c, y)|dµ(y) < ∞ for one

c ∈ X.
Show that

F (x) :=

∫
Y
f(x, y) dµ(y)
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is absolutely continuous and

F ′(x) =

∫
Y

∂

∂x
f(x, y) dµ(y)

in this case. (Hint: Fubini.)



Chapter 5

Even more measure
theory

5.1. Hausdorff measure

The purpose of the Hausdorff measure is to measure lower dimensional ob-
jects in Rn, which have Lebesgue measure 0 and hence are not seen by
Lebesgue measure. The idea is, that if you cover a curve by sets of diameter
δ, the number of sets required will be roughly proportional to δ−1 and to
the length of the curve. Moreover, one expects to get (a multiple of) the
length by looking at the quotient as δ → 0. Slightly more general, if we
want to cover a submanifold of dimension m ≤ n, we expect that number of
sets is related to δm and the area of the submanifold. So this suggests the
following procedure to compute the area (up to a normalization constant):
Choose sets of diameter at most δ which cover the submanifold. Count the
number of sets weighted by their diameter to the power of m. Choose the
cover optimal (i.e. with minimal overlap) and let δ → 0. Now let us turn to
the details.

Throughout this section we will assume that (X, d) is a metric space.
Recall that the diameter of a subset A ⊆ X is defined by diam(A) :=
supx,y∈A d(x, y) with the convention that diam(∅) = 0. A cover {Aj} of A is
called a δ-cover if it is countable and if diam(Aj) ≤ δ for all j.

For A ⊆ X and α ≥ 0, δ > 0 we define

hα,∗δ (A) := inf
{∑

j
diam(Aj)

α
∣∣∣{Aj} is a δ-cover of A

}
∈ [0,∞], (5.1)

which is an outer measure by Lemma 1.8. In the case α = 0 andA = ∅ we also
regard the empty cover as a valid cover such that h0,∗δ (∅) = 0. As δ decreases

139
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the number of admissible covers decreases and hence hαδ (A) increases as a
function of δ. Thus the limit

hα,∗(A) := lim
δ↓0

hα,∗δ (A) = sup
δ>0

hα,∗δ (A) (5.2)

exists. Moreover, it is not hard to see that it is again an outer measure
(Problem 5.1) and by Theorem 1.9 we get a measure. To show that the
σ-algebra from Theorem 1.9 contains all Borel sets it suffices to show that
µ∗ is a metric outer measure (cf. Lemma 1.11).

Now if A1, A2 with dist(A1, A2) > 0 are given and δ < dist(A1, A2) then
every set from a cover for A1 ∪ A1 can have nonempty intersection with at
most one of both sets. Consequently h∗,αδ (A1 ∪ A2) = h∗,αδ (A1) + h∗,αδ (A2)
for δ < dist(A1, A2) implying h∗,α(A1 ∪ A2) = h∗,α(A1) + h∗,α(A2). Hence
hα,∗ is a metric outer measure and the resulting measure hα on the Borel
σ-algebra is called the α-dimensional Hausdorff measure. Note that if X
is a vector space with a translation invariant metric, then the diameter of a
set is translation invariant and so will be hα.
Example 5.1. For example, consider the case α = 0. Suppose A = {x, y}
consists of two points. Then h0δ(A) = 1 for δ ≥ d(x, y) and h0δ(A) = 2 for
δ < |x − y|. In particular, h0(A) = 2. Similarly, it is not hard to see (show
this) that h0(A) is just the number of points in A, that is, h0 is the counting
measure on X. ⋄
Example 5.2. At the other extreme, if X := Rn, we have hn(A) = cn|A|,
where |A| denotes the Lebesgue measure of A. In fact, since the square (0, 1]
has diam((0, 1]) =

√
n and we can cover it by kn squares of side length 1

k ,
we see hn((0, 1]) ≤ nn/2. Thus hn is a translation invariant Borel measure
which hence must be a multiple of Lebesgue measure. To identify cn we will
need the isodiametric inequality. ⋄

For the rest of this section we restrict ourselves to the case X = Rn. Note
that while in dimension more than one it is not true that a set of diameter
d is contained in a ball of diameter d (a counter example is an equilateral
triangle), we at least have the following:

Lemma 5.1 (Isodiametric inequality). For every Borel set A ∈ Bn we have

|A| ≤ Vn
2n

diam(A)n.

In other words, a ball is the set with the largest volume when the diameter is
kept fixed.

Proof. The trick is to transform A to a set with smaller diameter but same
volume via Steiner symmetrization. To this end we build up A from slices
obtained by keeping the second coordinate fixed: A(y) = {x ∈ R|(x, y) ∈ A}.
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Now we build a new set Ã by replacing A(y) with a symmetric interval
with the same measure, that is, Ã = {(x, y)| |x| ≤ |A(y)|/2}. Note that by
Theorem 2.11 Ã is measurable with |A| = |Ã|. Hence the same is true for
Ã = {(x, y)| |x| ≤ |A(y)|/2} \ {(0, y)|A(y) = ∅} if we look at the complete
Lebesgue measure, since the set we subtract is contained in a set of measure
zero.

Moreover, if Ī, J̄ are closed intervals, then supx1∈Ī,x2∈J̄ |x2 − x1| ≥ |Ī|
2 +

|J̄ |
2 (without loss both intervals are compact and i ≤ j, where i, j are the

midpoints of Ī, J̄ ; then the sup is at least (j + |J̄ |
2 ) − (i − |Ī|

2 )). If I, J
are Borel sets in B1 and Ī, J̄ are their respective closed convex hulls, then
supx1∈I,x2∈J |x2 − x1| = supx1∈Ī,x2∈J̄ |x2 − x1| ≥ |Ī|

2 + |J̄ |
2 ≥ |I|

2 + |J |
2 . Thus

for (x̃1, y1), (x̃2, y2) ∈ Ã we can find (x1, y1), (x2, y2) ∈ A with |x1 − x2| ≥
|x̃1 − x̃2| implying diam(Ã) ≤ diam(A).

In addition, if A is symmetric with respect to xj 7→ −xj for some 2 ≤
j ≤ n, then so is Ã.

Now repeat this procedure with the remaining coordinate directions, to
obtain a set Ã which is symmetric with respect to reflection x 7→ −x and
satisfies |A| = |Ã|, diam(Ã) ≤ diam(A). By symmetry Ã is contained in a
ball of diameter diam(Ã) and the claim follows. □

Lemma 5.2. For every Borel set A ∈ Bn we have

hn(A) =
2n

Vn
|A|.

Proof. Using (1.37) (for C choose the collection of all open balls of radius
at most δ) one infers hnδ (A) ≤ 2n

Vn
|A| implying cn ≤ 2n/Vn. The converse

inequality hnδ (A) ≥
2n

Vn
|A| follows from the isodiametric inequality. □

We have already noted that the Hausdorff measure is translation invari-
ant. Similarly, it is also invariant under orthogonal transformations (since
the diameter is). Moreover, using the fact that for λ > 0 the map λ : x 7→ λx
gives rise to a bijection between δ-covers and (δ/λ)-covers, we easily obtain
the following scaling property of Hausdorff measures.

Lemma 5.3. Let λ > 0, d ∈ Rn, O ∈ O(n) an orthogonal matrix, and A be
a Borel set of Rn. Then

hα(λOA+ d) = λαhα(A). (5.3)

Moreover, Hausdorff measures also behave nicely under uniformly Hölder
continuous maps.
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Lemma 5.4. Suppose f : A → Rn is uniformly Hölder continuous with
exponent γ > 0, that is,

|f(x)− f(y)| ≤ c|x− y|γ for all x, y ∈ A. (5.4)

Then
hα(f(A)) ≤ cαhαγ(A). (5.5)

Proof. A simple consequence of the fact that for every δ-cover {Aj} of a
Borel set A, the set {f(A ∩Aj)} is a (cδγ)-cover for the Borel set f(A). □

Now we are ready to define the Hausdorff dimension. First note that hαδ
is non increasing with respect to α for δ < 1 and hence the same is true for
hα. Moreover, for α ≤ β we have

∑
j diam(Aj)

β ≤ δβ−α
∑

j diam(Aj)
α and

hence
hβδ (A) ≤ δβ−α hαδ (A) ≤ δβ−α hα(A). (5.6)

Thus if hα(A) is finite, then hβ(A) = 0 for every β > α. Hence there must
be one value of α where the Hausdorff measure of a set jumps from ∞ to 0.
This value is called the Hausdorff dimension

dimH(A) = inf{α|hα(A) = 0} = sup{α|hα(A) = ∞}. (5.7)

It is also not hard to see that we have dimH(A) ≤ n (Problem 5.3).
The following observations are useful when computing Hausdorff dimen-

sions. First the Hausdorff dimension is monotone, that is, for A ⊆ B we
have dimH(A) ≤ dimH(B). Furthermore, if Aj is a (countable) sequence of
Borel sets we have dimH(

⋃
j Aj) = supj dimH(Aj) (show this).

Using Lemma 5.4 it is also straightforward to show

Lemma 5.5. Suppose f : A → Rn is uniformly Hölder continuous with
exponent γ > 0, that is,

|f(x)− f(y)| ≤ c|x− y|γ for all x, y ∈ A, (5.8)

then
dimH(f(A)) ≤

1

γ
dimH(A). (5.9)

Similarly, if f is bi-Lipschitz, that is,

a|x− y| ≤ |f(x)− f(y)| ≤ b|x− y| for all x, y ∈ A, (5.10)

then
dimH(f(A)) = dimH(A). (5.11)

Example 5.3. The Hausdorff dimension of the Cantor set (see Example 1.28)
is

dimH(C) =
log(2)

log(3)
. (5.12)
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To see this let δ = 3−n. Using the δ-cover given by the intervals forming Cn
used in the construction of C we see hαδ (C) ≤ ( 2

3α )
n. Hence for α = d =

log(2)/ log(3) we have hdδ(C) ≤ 1 implying dimH(C) ≤ d.
The reverse inequality is a little harder. Let {Aj} be a cover and δ < 1

3 .
It is clearly no restriction to assume that all Vj are open intervals. Moreover,
finitely many of these sets cover C by compactness. Drop all others and fix
j. Furthermore, increase each interval Aj by at most ε.

For Vj there is a k such that
1

3k+1
≤ |Aj | <

1

3k
.

Since the distance of two intervals in Ck is at least 3−k we can intersect
at most one such interval. For n ≥ k we see that Vj intersects at most
2n−k = 2n(3−k)d ≤ 2n3d|Aj |d intervals of Cn.

Now choose n larger than all k (for all Aj). Since {Aj} covers C, we
must intersect all 2n intervals in Cn. So we end up with

2n ≤
∑
j

2n3d|Aj |d,

which together with our first estimate yields
1

2
≤ hd(C) ≤ 1.

Observe that this result can also formally be derived from the scaling prop-
erty of the Hausdorff measure by solving the identity

hα(C) = hα(C ∩ [0, 13 ]) + hα(C ∩ [23 , 1]) = 2hα(C ∩ [0, 13 ]))

=
2

3α
hα(3(C ∩ [0, 13 ])) =

2

3α
hα(C) (5.13)

for α. However, this is possible only if we already know that 0 < hα(C) <∞
for some α. ⋄

Problem* 5.1. Suppose {µ∗α}α is a family of outer measures on X. Then
µ∗ = supα µ

∗
α is again an outer measure.

Problem 5.2. Let L = [0, 1]× {0} ⊆ R2. Show that h1(L) = 1.

Problem* 5.3. Show that dimH(U) ≤ n for every U ⊆ Rn.

5.2. Infinite product measures

In Section 2.2 we have dealt with finite products of measures. However,
in some situations even infnite products are of interest. For example, in
probability theory one describes a single random experiment by a probability
measure and performing n independent trials is modeled by taking the n-fold
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product. If one is interested in the behavior of certain quantities in the limit
as n→ ∞ one is naturally lead to an infinite product.

Hence our goal is to to define a probability measure on the product space
RN =

�
NR. We can regard RN as the set of all sequences x = (xj)j∈N. A

cylinder set in RN is a set of the form A×RN ⊆ RN with A ⊆ Rn for some
n. We equip RN with the product topology, that is, the topology generated
by open cylinder sets with A open (which are a base for the product topology
since they are closed under intersections — note that the cylinder sets are
precisely the finite intersections of preimages of projections). Then the Borel
σ-algebra BN on RN is the σ-algebra generated by cylinder sets with A ∈ Bn.

Now suppose we have probability measures µn on (Rn,Bn) which are
consistent in the sense that

µn+1(A× R) = µn(A), A ∈ Bn. (5.14)

Example 5.4. The prototypical example would be the case where µ is a
probability measure on (R,B) and µn = µ ⊗ · · · ⊗ µ is the n-fold product.
Slightly more general, one could even take probability measures νj on (R,B)
and consider µn = ν1 ⊗ · · · ⊗ νn. ⋄

Theorem 5.6 (Kolmogorov extension theorem). Suppose that we have a
consistent family of probability measures (Rn,Bn, µn), n ∈ N. Then there
exists a unique probability measure µ on (RN,BN) such that µ(A × RN) =
µn(A) for all A ∈ Bn.

Proof. Consider the algebra A of all Borel cylinder sets which generates
BN as noted above. Then µ(A × RN) = µn(A) for A × RN ∈ A defines an
additive set function on A. Indeed, by our consistency assumption different
representations of a cylinder set will give the same value and (finite) addi-
tivity follows from additivity of µn. Hence it remains to verify that µ is a
premeasure such that we can apply the extension results from Section 1.3.

Now in order to show σ-additivity it suffices to show continuity from
above, that is, for given sets An ∈ A with An ↘ ∅ we have µ(An) ↘ 0.
Suppose to the contrary that µ(An) ↘ ε > 0. Moreover, by repeating sets in
the sequence An if necessary, we can assume without loss of generality that
An = Ãn × RN with Ãn ⊆ Rn. Next, since µn is inner regular, we can find
a compact set K̃n ⊆ Ãn such that µn(K̃n) ≥ ε

2 . Furthermore, since An is
decreasing we can arrange Kn = K̃n×RN to be decreasing as well: Kn ↘ ∅.
However, by compactness of K̃n we can find a sequence with x ∈ Kn for all
n (Problem 5.4), a contradiction. □

Example 5.5. The simplest example for the use of this theorem is a dis-
crete random walk in one dimension. So we suppose we have a fictitious
particle confined to the lattice Z which starts at 0 and moves one step to the
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left or right depending on whether a fictitious coin gives head or tail (the
imaginative reader might also see the price of a share here). Somewhat more
formal, we take µ1 = (1 − p)δ−1 + pδ1 with p ∈ [0, 1] being the probability
of moving right and 1 − p the probability of moving left. Then the infinite
product will give a probability measure for the sets of all paths x ∈ {−1, 1}N
and one might try to answer questions like if the location of the particle at
step n, sn =

∑n
j=1 xj remains bounded for all n ∈ N, etc. ⋄

Example 5.6. Another classical example is the Anderson model. The
discrete one-dimensional Schrödinger equation for a single electron in an
external potential is given by the difference operator

(Hu)n = un+1 + un−1 + qnun, u ∈ ℓ2(Z),

where the potential qn is a bounded real-valued sequence. A simple model for
an electron in a crystal (where the atoms are arranged in a periodic structure)
is hence the case when qn is periodic. But what happens if you introduce
some random impurities (known as doping in the context of semiconductors)?
This can be modeled by qn = q0n+xn(q

1
n− q0n) where x ∈ {0, 1}N and we can

take µ1 = (1− p)δ0+ pδ1 with p ∈ [0, 1] the probability of an impurity being
present. ⋄

Problem* 5.4. Suppose Kn ⊆ Rn is a sequence of nonempty compact sets
which are nesting in the sense that Kn+1 ⊆ Kn × R. Show that there is a
sequence x = (xj)j∈N with (x1, . . . , xn) ∈ Kn for all n. (Hint: Choose xm
by considering the projection of Kn onto the m’th coordinate and using the
finite intersection property of compact sets.)

5.3. Convergence in measure and a.e. convergence

Let (X,Σ, µ) be a measure space. A sequence of measurable functions fn
converges in measure to a measurable function f if

lim
n→∞

µ({x| |fn(x)− f(x)| ≥ ε}) = 0 ∀ε > 0. (5.15)

In case of a probability measure this is also known as convergence in
probability. One writes fn

µ→ f in this case. There is also the concept of
local converges in measure

lim
n→∞

µ({x ∈ A| |fn(x)− f(x)| ≥ ε}) = 0 ∀ε > 0, µ(A) <∞. (5.16)

In case of a finite measure this must in particular hold for A = X and both
concepts agree.
Example 5.7. Consider X := R with Lebesgue measure and fn := χ(n,∞).
Then fn → 0 locally in measure since for every Borel set A with finite
measure we have (n,∞)∩A↘ ∅ and hence µ((n,∞)∩A) → 0 by continuity
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of measures from above. Clearly fn does not converge in measure since
µ({x| |fn(x)| ≥ ε}) = ∞ for ε < 1. ⋄

We first note a convergence result:

Theorem 5.7 (Bounded convergence theorem). Suppose µ is a finite mea-
sure and fn is a bounded sequence of measurable functions which converges
in measure to a measurable function f . Then

lim
n→∞

∫
fndµ =

∫
f dµ. (5.17)

Proof. First of all note that |fn| ≤M together with convergence in measure
implies |f | ≤ M a.e. Now fix ε > 0 and set An = {x| |fn(x) − f(x)| ≥ ε},
then∣∣∣∣∫ (fn − f)dµ

∣∣∣∣ = ∫ |fn − f |dµ =

∫
An,ε

|fn − f |dµ+

∫
X\An,ε

|fn − f |dµ

≤ 2Mµ(An) + εµ(X).

Since µ(An) → 0 by assumption and ε > 0 is arbitrary the claim follows. □

Our next aim is to investigate the connection with almost everywhere
convergence. To this end define

lim inf
n→∞

An :=
⋃
k∈N

⋂
n≥k

An, lim sup
n→∞

An :=
⋂
k∈N

⋃
n≥k

An. (5.18)

That is, x ∈ lim inf An if x ∈ An eventually and x ∈ lim supAn if x ∈ An
infinitely often. In terms of indicator functions this could be equivalently
defined using

χlim infn→∞ An = lim inf
n→∞

χAn , χlim supn→∞ An = lim sup
n→∞

χAn . (5.19)

In particular, lim inf An ⊆ lim supAn.
Example 5.8. If we have An ↗ A or An ↘ A, then one easily checks
lim infn→∞An = lim supn→∞An = A. However, note that if we consider
An = { 1

n} ⊂ R, then we have lim infn→∞An = lim supn→∞An = ∅. ⋄

Lemma 5.8. Let fn be a sequence of measurable functions and f measurable
and consider the following statements:

(i) fn(x) → f(x) for a.e. x ∈ X.
(ii) µ(lim supn→∞{x| |fn(x)− f(x)| ≥ ε}) = 0 for all ε > 0.
(iii) limk→∞ µ(

⋃
n≥k{x| |fn(x)− f(x)| ≥ ε}) = 0 for all ε > 0.

Then (i) ⇔ (ii) ⇐ (iii). If µ is finite, then all above three items are equiva-
lent.
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Proof. Abbreviate An(ε) := {x| |fn(x) − f(x)| ≥ ε} as well as A(ε) :=
lim supn→∞An(ε). Moreover, note that

A(ε) =
⋂
k∈N

⋃
n≥k

An(ε) = {x| ∀k∃n ≥ k : |fn(x)− f(x)| ≥ ε}

= {x| lim sup
n→∞

|fn(x)− f(x)| ≥ ε}

and hence {x|fn(x) ̸→ f(x)} =
⋃
ε>0A(ε) =

⋃
nA(

1
n). Thus (i) ⇒ (ii) and

the converse follows since measures are continuous from below. Finally, (iii)
⇒ (ii) by continuity from above and the converse also follows by continuity
from above if we know that µ(

⋃
n≥k{x| |fn(x) − f(x)| ≥ ε}) < ∞ for some

k. □

Example 5.9. Consider X := R with Lebesgue measure and fn := χ(n,∞).
Then fn(x) → f(x) for all x ∈ R but µ(

⋃
n≥k{x| |fn(x)| ≥ ε}) = µ([k,∞)) =

∞ for all k and all ε ≤ 1. Hence the finiteness assumption is crucial for (ii)
⇒ (iii) to hold. ⋄

In particular, (iii) implies (5.15) and hence

Corollary 5.9. Convergence a.e. implies local convergence in measure.

The above example clearly shows that we do not get convergence in
measure unless µ is finite. The converse is wrong even in the finite case:
Example 5.10. Let X := [0, 1] with Lebesgue measure and choose fn :=
χIm,k

the characteristic functions of the intervals Im,k := [k2−m, (k+1)2−m]
with m, k defined as the unique decomposition of n = 2m+k with 0 ≤ m and
0 ≤ k < 2m. Then λ1({x| |fn(x)| ≥ ε}) = 0 for ε > 1 and λ1({x| |fn(x)| ≥
ε}) = 2−m for 1 ≥ ε > 0. Hence in both cases λ1({x| |fn(x)| ≥ ε}) →
0 as n → ∞ (which implies m = ⌊log2(n)⌋ → ∞). Hence fn

µ→ f in
measure. However, for every x ∈ [0, 1] and for every m ∈ N0 we can find a
corresponding k0 such that x ∈ Im,k0 and x ̸∈ Im,k for |k − k0| > 1. Hence
lim infn→∞ fn(x) = 0 and lim supn→∞ fn(x) = 1. ⋄

A useful criterion is given by the

Theorem 5.10 (Borel–Cantelli lemma). Suppose
∑

n µ(An) < ∞, then
µ(lim supnAn) = 0.

Proof. This follows from

µ(lim sup
n

An) = µ
( ⋂
k∈N

⋃
n≥k

An
)
≤ inf

k∈N
µ
( ⋃
n≥k

An
)
≤ inf

k∈N

∑
n≥k

µ(An) = 0. □

Example 5.11. The example An = [0, 1n ] with Lebesgue measure on [0, 1]
shows that the converse might fail. ⋄
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Corollary 5.11. If
∑

n µ({x| |fn(x) − f(x)| ≥ ε}) < ∞ for all ε > 0, then
fn(x) → f(x) for a.e. x.

Corollary 5.12. . If fn
µ→ f in measure, then there is a subsequence which

converges a.e. Conversely, if from every subsequence of fn we can choose a
subsequence which converges to f a.e., then fn

µ→ f in measure.

Proof. If fn
µ→ f we can find a subsequence nk such that µ({x| |fnk

(x) −
f(x)| ≥ 1

k}) ≤
1
k2

and the first claim follows from the previous corollary.
Conversely, if fn does not converge to f in measure, we can find ε, δ > 0

and a subsequence nk such that µ({x| |fnk
(x)−f(x)| ≥ ε}) ≥ δ for all k. But

from this sequence we cannot choose an a.e. convergent subsequence. □

Problem 5.5. Let α, β ∈ C and suppose fn(x) → f(x) and gn(x) → g(x)
for a.e. Show that αfn(x)+βgn(x) → αf(x)+βg(x) as well as fn(x)gn(x) →
f(x)g(x) a.e.

Problem 5.6. Let α, β ∈ C and suppose fn
µ→ f and gn

µ→ g. Show that
αfn + βgn

µ→ αf + βg. Show that fn(x)gn(x)
µ→ f(x)g(x) if either both

sequences are bounded or µ is finite. (Hint: In the finite case one can use
the previous problem and Corollary 5.12.)

Problem 5.7. Show that Lp convergence implies convergence in measure.
Show that the converse fails. (See Problem 10.9 for an improvement.)

Problem 5.8 (Fatou for sets). Show

µ(lim inf
n

An) ≤ lim inf
n

µ(An)

and
lim sup

n
µ(An) ≤ µ(lim sup

n
An), if µ(

⋃
n

An) <∞.

(Hint: Show lim infn χAn = χlim infn An and lim supn χAn = χlim supn An.)

Problem 5.9. Define the Ky Fan metric

d(f, g) := min{ε ≥ 0|µ({x| |f(x)− g(x)| > ε}) ≤ ε}.

Show:

(i) The minimum in the definition is attained.
(ii) d(f, g) = 0 if and only if f = g a.e.
(iii) d satisfies the triangle inequality: d(f, h) ≤ d(f, g) + d(g, h).

(iv) fn
µ→ f in measure ⇔ d(fn, f) → 0.

(Hint for (iii): Start with µ({|f − h| > d(f, g) + d(g, h)}) ≤ µ({|f − g| >
d(f, g)}) + µ(. . . ) ≤ . . . )
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Problem 5.10. Suppose µ is σ-finite and choose Xn ↗ X with finite
µ(Xn) > 0. Show that

d(f, g) :=
∑
n∈N

1

2nµ(Xn)

∫
Xn

|f − g|
1 + |f − g|

dµ

is a metric(if functions which are equal a.e. are identified) which induces
local convergence in measure.

Problem 5.11. Consider X := [0, 1] with Lebesgue measure. Show that a.e.
convergence does not stem from a topology. (Hint: Recall that in a topological
space a sequence xn converges to x if and only if every subsequence has a
subsequence which converges to x — Lemma B.5 from [25].)

5.4. Weak and vague convergence of measures

In this section X will be a metric space equipped with the Borel σ-algebra.
We say that a sequence of finite Borel measures µn converges weakly to a
finite Borel measure µ if∫

X
fdµn →

∫
X
fdµ, ∀f ∈ Cb(X). (5.20)

Since by the Riesz representation theorem the set of (complex) measures is
the dual of C(X) (under appropriate assumptions on X), this is what would
be denoted by weak-∗ convergence in functional analysis. However, we will
not need this connection here. Nevertheless we remark that the weak limit
is unique. To see this let C be a nonempty closed set and consider

fn(x) := max(0, 1− n dist(x,C)). (5.21)

Then f ∈ Cb(X), fn ↓ χC , and (dominated convergence)

µ(C) = lim
n→∞

∫
X
gndµ (5.22)

shows that µ is uniquely determined by the integral for continuous functions
(recall Lemma 1.21 and its corollary). For later use observe that fn is even
Lipschitz continuous, |fn(x)−fn(y)| ≤ nd(x, y) (cf. Lemma B.25 from [25]).

Moreover, choosing f ≡ 1 shows

µ(X) = lim
n→∞

µn(X). (5.23)

However, this might not be true for arbitrary sets in general. To see this look
at the case X = R with µn = δ1/n. Then µn converges weakly to µ = δ0. But
µn((0, 1)) = 1 ̸→ 0 = µ((0, 1)) as well as µn([−1, 0]) = 0 ̸→ 1 = µ([−1, 0]).
So mass can appear/disappear at boundary points but this is the worst that
can happen:
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Theorem 5.13 (Portmanteau). Let X be a metric space and µn, µ finite
Borel measures. The following are equivalent:

(i) µn converges weakly to µ.
(ii)

∫
X f dµn →

∫
X f dµ for every bounded Lipschitz continuous f .

(iii) lim supn µn(C) ≤ µ(C) for all closed sets C and µn(X) → µ(X).
(iv) lim infn µn(O) ≥ µ(O) for all open sets O and µn(X) → µ(X).
(v) µn(A) → µ(A) for all Borel sets A with µ(∂A) = 0.
(vi)

∫
X f dµn →

∫
X f dµ for all bounded functions f which are contin-

uous at µ-a.e. x ∈ X.

Proof. (i) ⇒ (ii) is trivial. (ii) ⇒ (iii): Define fn as in (5.21) and start by
observing

lim sup
n

µn(C) = lim sup
n

∫
χFµn ≤ lim sup

n

∫
fmµn =

∫
fmµ.

Now taking m→ ∞ establishes the claim. Moreover, µn(X) → µ(X) follows
choosing f ≡ 1. (iii) ⇔ (iv): Just use O = X \ C and µn(O) = µn(X) −
µn(C). (iii) and (iv) ⇒ (v): By A◦ ⊆ A ⊆ A we have

lim sup
n

µn(A) ≤ lim sup
n

µn(A) ≤ µ(A)

= µ(A◦) ≤ lim inf
n

µn(A
◦) ≤ lim inf

n
µn(A)

provided µ(∂A) = 0. (v) ⇒ (vi): By considering real and imaginary parts
separately we can assume f to be real-valued. Moreover, adding an appropri-
ate constant we can even assume 0 ≤ fn ≤ M . Set Ar = {x ∈ X|f(x) > r}
and denote by Df the set of discontinuities of f . Then ∂Ar ⊆ Df ∪ {x ∈
X|f(x) = r}. Now the first set has measure zero by assumption and the sec-
ond set is countable by Problem 2.20. Thus the set of all r with µ(∂Ar) > 0
is countable and thus of Lebesgue measure zero. Then by Problem 2.20 (with
ϕ(r) = 1) and dominated convergence∫

X
f dµn =

∫ M

0
µn(Ar)dr →

∫ M

0
µ(Ar)dr =

∫
X
f dµ

Finally, (vi) ⇒ (i) is trivial. □

Next we want to extend our considerations to unbounded measures. In
this case boundedness of f will not be sufficient to guarantee integrability
and hence we will require f to have compact support. If x ∈ X is such that
f(x) ̸= 0, then f−1(Br(f(x)) will be a relatively compact neighborhood of
x whenever 0 < r < |f(x)|. Hence Cb(X) will not have sufficiently many
functions with compact support unless we assume X to be locally compact,
which we will do for the remainder of this section.



5.4. Weak and vague convergence of measures 151

Let µn be a sequence of Borel measures on a locally compact metric space
X. We will say that µn converges vaguely to a Borel measure µ if∫

X
f dµn →

∫
X
f dµ, ∀f ∈ Cc(X). (5.24)

As with weak convergence (cf. Problem 6.7) we can conclude that the integral
over functions with compact supports determines µ(K) for every compact
set. Hence the vague limit will be unique if µ is inner regular (which we
already know to always hold if X is locally compact and separable by Corol-
lary 1.23).

We first investigate the connection with weak convergence.

Lemma 5.14. Let X be a locally compact separable metric space and suppose
µm → µ vaguely. Then µ(X) ≤ lim infn µn(X) and (5.24) holds for every
f ∈ C0(X) in case µn(X) ≤ M . If in addition µn(X) → µ(X), then (5.24)
holds for every f ∈ Cb(X), that is, µn → µ weakly.

Proof. For every compact set K we can find a nonnegative function g ∈
Cc(X) which is one on K by Urysohn’s lemma. Hence µ(K) ≤

∫
gdµ =

limn

∫
gdµn ≤ lim infn µn(X). LettingK ↗ X shows µ(X) ≤ lim infn µn(X).

Next, let f ∈ C0(X) and fix ε > 0. Then there is a compact set K such that
|f(x)| ≤ ε for x ∈ X \K. Choose g for K as before and set f = f1+ f2 with
f1 = gf . Then |

∫
fdµ−

∫
fdµn| ≤ |

∫
f1dµ−

∫
f1dµn|+ 2εM and the first

claim follows.
Similarly, for the second claim, let |f | ≤ C and choose a compact

set K0 with a corresponding function g0 such that µ(X\K0) < ε. Then
lim supn µn(X \K) ≤ limn

∫
(1− g0)dµn =

∫
(1− g0)dµ ≤ µ(X \K0), where

K = supp(g0). Hence we have µn(X\K) < ε for n ≥ N . Choose g for
K as before and set f = f1 + f2 with f1 = gf . Then |

∫
fdµ −

∫
fdµn| ≤

|
∫
f1dµ−

∫
f1dµn|+ 2εC and the second claim follows. □

Example 5.12. The example X = R with µn = δn shows that in the first
claim f cannot be replaced by a bounded continuous function. Moreover, the
example µn = n δn also shows that the uniform bound cannot be dropped. ⋄

The analog of Theorem 5.13 reads as follows.

Theorem 5.15. Let X be a locally compact metric space and µn, µ Borel
measures. The following are equivalent:

(i) µn converges vagly to µ.
(ii)

∫
X f dµn →

∫
X f dµ for every Lipschitz continuous f with compact

support.
(iii) lim supn µn(C) ≤ µ(C) for all compact sets K and lim infn µn(O) ≥

µ(O) for all relatively compact open sets O.
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(iv) µn(A) → µ(A) for all relative compact Borel sets A with µ(∂A) =
0.

(v)
∫
X f dµn →

∫
X f dµ for all bounded functions f with compact sup-

port which are continuous at µ-a.e. x ∈ X.

Proof. (i) ⇒ (ii) is trivial. (ii) ⇒ (iii): The claim for compact sets follows
as in the proof of Theorem 5.13. To see the case of open sets let Kn = {x ∈
X| dist(x,X \O) ≥ n−1}. Then Kn ⊆ O is compact and we can look at

gn(x) :=
dist(x,X \O)

dist(x,X \O) + dist(x,Kn)
.

Then gn is supported on O and gn ↗ χO. Then

lim inf
n

µn(O) = lim inf
n

∫
χOµn ≥ lim inf

n

∫
gmµn =

∫
gmµ.

Now taking m→ ∞ establishes the claim.
The remaining directions follow literally as in the proof of Theorem 5.13

(concerning (iv) ⇒ (v) note that Ar is relatively compact). □

Finally we look at Borel measures on R. In this case, we have the fol-
lowing equivalent characterization of vague convergence.

Lemma 5.16. Let µn be a sequence of Borel measures on R. Then µn → µ
vaguely if and only if the distribution functions (normalized at a point of
continuity of µ) converge at every point of continuity of µ.

Proof. Suppose µn → µ vaguely. Then the distribution functions converge
at every point of continuity of µ by item (iv) of Theorem 5.15.

Conversely, suppose that the distribution functions converge at every
point of continuity of µ. To see that in fact µn → µ vaguely, let f ∈ Cc(R).
Fix some ε > 0 and note that, since f is uniformly continuous, there is a
δ > 0 such that |f(x)− f(y)| ≤ ε whenever |x− y| ≤ δ. Next, choose some
points x0 < x1 < · · · < xk such that supp(f) ⊂ (x0, xk), µ is continuous at
xj , and xj−xj−1 ≤ δ (recall that a monotone function has at most countable
discontinuities). Furthermore, there is some N such that |µn(xj)− µ(xj)| ≤
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ε
2k for all j and n ≥ N . Then∣∣∣∣∫ fdµn −

∫
fdµ

∣∣∣∣ ≤ k∑
j=1

∫
(xj−1,xj ]

|f(x)− f(xj)|dµn(x)

+
k∑
j=1

|f(xj)||µ((xj−1, xj ])− µn((xj−1, xj ])|

+
k∑
j=1

∫
(xj−1,xj ]

|f(x)− f(xj)|dµ(x).

Now, for n ≥ N , the first and the last terms on the right-hand side are both
bounded by (µ((x0, xk]) +

ε
k )ε and the middle term is bounded by max |f |ε.

Thus the claim follows. □

Moreover, every bounded sequence of measures has a vaguely convergent
subsequence (this is a special case of Helly’s selection theorem — a
generalization will be provided in Theorem 6.11).

Lemma 5.17. Suppose µn is a sequence of finite Borel measures on R such
that µn(R) ≤M . Then there exists a subsequence nj which converges vaguely
to some measure µ with µ(R) ≤ lim infj µnj (R).

Proof. Let µn(x) = µn((−∞, x]) be the corresponding distribution func-
tions. By 0 ≤ µn(x) ≤ M there is a convergent subsequence for fixed x.
Moreover, by the standard diagonal series trick (enumerate the rationals,
extract a subsequence which converges for the first rational, form this sub-
sequence extract another one which converges also on the second rational,
etc.; finally choose the diagonal sequence, i.e., the fisrt element form the first
subsequence, the second element from the second subsequence, etc.), we can
assume that µn(y) converges to some number µ(y) for each rational y. For
irrational x we set µ(x) = inf{µ(y)|x < y ∈ Q}. Then µ(x) is monotone,
0 ≤ µ(x1) ≤ µ(x2) ≤ M for x1 < x2. Indeed for x1 ≤ y1 < x2 ≤ y2 with
yj ∈ Q we have µ(x1) ≤ µ(y1) = limn µn(y1) ≤ limn µn(y2) = µ(y2). Taking
the infimum over y2 gives the result.

Furthermore, for every ε > 0 and x − ε < y1 ≤ x ≤ y2 < x + ε with
yj ∈ Q we have

µ(x−ε) ≤ lim
n
µn(y1) ≤ lim inf µn(x) ≤ lim supµn(x) ≤ lim

n
µn(y2) ≤ µ(x+ε)

and thus
µ(x−) ≤ lim inf µn(x) ≤ lim supµn(x) ≤ µ(x+)

which shows that µn(x) → µ(x) at every point of continuity of µ. So we
can redefine µ to be right continuous without changing this last fact. The
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bound for µ(R) follows since for every point of continuity x of µ we have
µ(x) = limn µn(x) ≤ lim infn µn(R). □

Example 5.13. The example dµn(x) = dΘ(x−n) for which µn(x) = Θ(x−
n) → 0 shows that we can have µ(R) = 0 < 1 = µn(R). ⋄

A common assumption to exclude the phenomena from the previous ex-
ample is tightness, see Problem 5.15.

Problem 5.12. Suppose µn → µ vaguely and let I be a bounded interval
with boundary points x0 and x1. Then

lim sup
n

∣∣∣∣∫
I
fdµn −

∫
I
fdµ

∣∣∣∣ ≤ |f(x1)|µ({x1}) + |f(x0)|µ({x0})

for any f ∈ C([x0, x1]).

Problem 5.13. Let µn(X) ≤ M and suppose (5.24) holds for all f ∈ U ⊆
C(X). Then (5.24) holds for all f in the closed linear span of U .

Problem 5.14. Let µn(R), µ(R) ≤ M and suppose the Cauchy transforms
converge ∫

R

1

x− z
dµn(x) →

∫
R

1

x− z
dµ(x)

for z ∈ U , where U ⊆ C\R is a set which has a limit point. Then µn → µ
vaguely. (Hint: The span of {(t − z)−1|z ∈ U} is dense in the set C0(R) of
continuous functions vanishing at infinity by the Stone–Weierstraß theorem;
cf. Problem B.67 from [25].)

Problem 5.15. Let X be a metric space. A sequence of finite measures
is called tight if for every ε > 0 there is a compact set K ⊆ X such that
supn µn(X \ K) ≤ ε. Show that if a vaguely convergent sequence is tight,
then µn(X) → µ(X). Show that the converse holds if X is σ-compact.

Problem 5.16. Let ϕ be a mollifier and µ a finite measure. Show that ϕε∗µ
converges weakly to µ. Here ϕ ∗ µ is the absolutely continuous measure with
density

∫
R ϕ(x− y)dµ(y) (cf. Problem 3.35).

5.5. The Bochner integral

In this section we want to extend the Lebesgue integral to the case of func-
tions with values in a normed space. This extension is known as Bochner
integral. Since a normed space has no order we cannot use monotonicity and
hence are restricted to finite values for the integral. Other than that, we
only need some small adaptions.

Let (X,Σ, µ) be a measure space and Y a Banach space equipped with
the Borel σ-algebra B(Y ). Note that if f, g are measurable then so is any lin-
ear combination (Problem 5.17) and also any composition with a continuous
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function. Moreover, the limit of measurable functions is again measurable
(Problem 5.18).

As in (2.1), a measurable function s : X → Y is called simple if its
image is finite; that is, if

s =

p∑
j=1

αj χAj , Ran(s) =: {αj}pj=1, Aj := s−1(αj) ∈ Σ. (5.25)

Also the integral of a simple function can be defined as in (2.2) provided we
ensure that it is finite. To this end we call s integrable if µ(Aj) < ∞ for
all j with αj ̸= 0. Now, for an integrable simple function s as in (5.25) we
define its integral as ∫

A
s dµ :=

p∑
j=1

αj µ(Aj ∩A). (5.26)

As before we use the convention 0 · ∞ = 0 (where 0 is the zero vector from
Y ).

Lemma 5.18. The integral has the following properties:

(i)
∫
A s dµ =

∫
X χA s dµ.

(ii)
∫⋃
· ∞
n=1 An

s dµ =
∑∞

n=1

∫
An
s dµ.

(iii)
∫
A α s dµ = α

∫
A s dµ, α ∈ C.

(iv)
∫
A(s+ t)dµ =

∫
A s dµ+

∫
A t dµ.

(v) ∥
∫
A s dµ∥ ≤

∫
A ∥s∥dµ.

Proof. The first four items follow literally as in Lemma 2.1. (v) follows
from the triangle inequality. □

Now we extend the integral via approximation by simple functions. How-
ever, while a complex-valued measurable function f can always be approx-
imated by simple functions sn, this might no longer be true in our present
setting. In fact, note that a sequence of simple functions sn involves only a
countable number of values from Y and since the limit must be in the closure
of the span of these values, Ran(f) ⊆

⋃
nRan(sn), the range of f must be

separable. Moreover, we also need to ensure finiteness of the integral.
If µ is finite, the latter requirement is easily satisfied by considering only

bounded functions. Consequently we could equip the space of integrable
simple functions S(X,µ, Y ) with the supremum norm ∥s∥∞ = supx∈X ∥s(x)∥
and use the fact that the integral is a bounded linear functional,

∥
∫
A
s dµ∥ ≤ µ(A)∥s∥∞, (5.27)
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to extend it to the completion of the simple functions, known as the regulated
functions R(X,µ, Y ). Hence the integrable functions will be the bounded
functions which are uniform limits of integrable simple functions. Note that
the range of a regulated function will even be totally bounded and hence rel-
atively compact. This, together with measurability, characterizes regulated
functions (see Lemma 5.20 below). While this gives a theory suitable for
many cases, we want to do better and look at functions which are pointwise
limits of simple functions.

Consequently, we call a function f integrable if there is a sequence of
integrable simple functions sn which converges pointwise to f such that∫

X
∥f − sn∥dµ→ 0. (5.28)

In this case item (v) from Lemma 5.18 ensures that
∫
X sndµ is a Cauchy

sequence and we can define the Bochner integral of f to be∫
X
f dµ := lim

n→∞

∫
X
sndµ. (5.29)

If there are two sequences of integrable simple functions as in the definition,
we could combine them into one sequence (taking one as even and the other
one as odd elements) to conclude that the limit of the first two sequences
equals the limit of the third sequence. In other words, the definition of the
integral is independent of the sequence chosen. The integrable functions will
be denoted by L1(X, dµ, Y ).

Lemma 5.19. The integral is linear and Lemma 5.18 holds for integrable
functions s, t.

Proof. All items except for (ii) are immediate. (ii) is also immediate for
finite unions. The general case will follow from the dominated convergence
theorem to be shown below. □

Before we proceed, we try to shed some light on when a function is
integrable.

Lemma 5.20. A function f : X → Y is the pointwise limit of simple func-
tions if and only if it is measurable and its range is separable. It is the
uniform limit of simple functions if and only if it is measurable and its range
is relatively compact. Moreover, the sequence sn can be chosen such that
∥sn(x)∥ ≤ 2∥f(x)∥ for every x ∈ X and Ran(sn) ⊆ Ran(f) ∪ {0}.

Proof. It remains to establish the converse. Let {yj}j∈N be a dense set for
the range. Note that the balls B1/m(yj) will cover the range for every fixed
m ∈ N. Furthermore, we will augment this set by y0 = 0 to make sure
that any value less than 1/m is replaced by 0 (since otherwise one might
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destroy decay properties of f). By iteratively removing what has already
been covered we get a disjoint cover Amj ⊆ B1/m(yj) (some sets might be
empty) such that An,m :=

⋃
· j≤nAmj =

⋃
j≤nB1/m(yj). Now consider the

simple function sn defined as follows

sn(x) =

{
yj , if f(x) ∈ Amj \

⋃
m<k≤nAn,k,

0, else.

That is, we first search for the largest m ≤ n with f(x) ∈ An,m and look
for the unique j with f(x) ∈ Amj (i.e., the first j with f(x) ∈ B1/m(yj)).
If such an m exists we have sn(x) = yj and otherwise sn(x) = 0 (i.e., if
x ̸∈ An,1). By construction sn is measurable and ∥f(x) − sn(s)∥ < 1

m for
x ∈ An,m with m ≤ n. Hence sn converges pointwise to f . Moreover, to
see ∥sn(x)∥ ≤ 2∥f(x)∥ we consider two cases. If sn(x) = 0 then the claim is
trivial. If sn(x) ̸= 0 then f(x) ∈ Amj with j > 0 and hence ∥f(x)∥ ≥ 1/m
implying

∥sn(x)∥ = ∥yj∥ ≤ ∥yj − f(x)∥+ ∥f(x)∥ ≤ 1

m
+ ∥f(x)∥ ≤ 2∥f(x)∥.

If the range of f is relatively compact, then for everym there is an n such that
An,m covers the whole range. Hence ∥f(x)−sn(x)∥ < 1

m for all x. Conversely,
note that the range of a uniform limit of simple functions is totally bounded
(i.e. it has a finite ε-cover for every ε > 0) and hence relatively compact. □

Functions f : X → Y which are the pointwise limit of simple functions
are also called strongly measurable. Notice that we do not require the
simple functions to be integrable! Some authors do.

Since the limit of measurable functions is again measurable (Problem 5.18)
and still has separable range, the limit of strongly measurable functions is
strongly measurable. Moreover, our lemma also shows that continuous func-
tions on separable spaces are strongly measurable (recall Lemma 1.18 and
the fact that the continuous image of a separable set is separable; cf. Prob-
lem B.29 from [25]). Another fact worth mentioning is, that if Y0 is the
closure of the linear span of Ran(f), then restricting Y to Y0 does neither
affect integrability nor the integral. In particular, the integral of f is in Y0.

Now we are in the position to give a useful characterization of integra-
bility.

Lemma 5.21 (Bochner). A function f : X → Y is integrable if and only if
it is strongly measurable and ∥f∥ is integrable.

Proof. We have already seen that an integrable function has the stated
properties. Conversely, the sequence sn from the previous lemma is inte-
grable (note ∥sn(x)∥ =

∑
j ∥αnj ∥χAn

j
(x) ≤ 2∥f(x)∥) and satisfies (5.28) by

the dominated convergence theorem. □
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Another useful observation is the fact that the integral behaves nicely
under linear transforms. Recall that a linear operator A : D(A) ⊆ Y → Z
defined on a domain D(A) is is called closed, if its graph {(x,Ax)|x ∈ D(A)}
is a closed subset of Y × Z.

Theorem 5.22 (Hille). Let Y, Z be Banach spaces with their respective Borel
σ-algebras. Let A : D(A) ⊆ Y → Z be a closed linear operator. Suppose
f : X → Y is integrable with Ran(f) ⊆ D(A) and Af : X → Z is also
integrable. Then

A

∫
X
f dµ =

∫
X
(Af)dµ, f ∈ D(A). (5.30)

If A ∈ L (Y,Z), then f integrable implies Af is integrable.

Proof. By assumption (f,Af) : X → Y × Z is integrable and by the proof
of Lemma 5.21 the sequence of simple functions can be chosen to have its
range in the graph of A. In other words, there exists a sequence of simple
functions (sn, Asn) such that∫

X
sndµ→

∫
X
f dµ, A

∫
X
sndµ =

∫
X
Asndµ→

∫
X
Af dµ.

Hence the claim follows from closedness of A.
If A is bounded and sn is a sequence of simple functions satisfying (5.28),

then tn = Asn is a corresponding sequence of simple functions for Af since
∥tn −Af∥ ≤ ∥A∥∥sn − f∥. This shows the last claim. □

Clearly the assumptions of this theorem are satisfied if A ∈ L (Y, Z), for
example, if we choose a bounded linear functional from Y ∗.

Next, we note that the dominated convergence theorem holds for the
Bochner integral.

Theorem 5.23. Suppose fn are integrable and fn → f pointwise. Moreover,
suppose there is nonnegative integrable function g with ∥fn(x)∥ ≤ g(x). Then
f is integrable and

lim
n→∞

∫
X
fndµ =

∫
X
f dµ (5.31)

Proof. The pointwise limit f is strongly measurable and by ∥f(x)∥ ≤ g(x)
it is even integrable. Moreover, the usual dominated convergence theorem
shows

∫
X ∥fn − f∥dµ→ 0 from which the claim follows. □

There is also yet another useful characterization of strong measurability.
To this end we call a function f : X → Y weakly measurable if ℓ ◦ f is
measurable for every ℓ ∈ Y ∗.
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Theorem 5.24 (Pettis). A function f : X → Y is strongly measurable if
and only if it is weakly measurable and its range is separable.

Proof. Since every measurable function is weakly measurable, Lemma 5.20
shows one direction. To see the converse direction let {yk}k∈N ⊆ f(X) be
dense. Define sn : f(X) → {y1, . . . , yn} via sn(y) = yk, where k = ky,n is
the smallest k such that ∥y − yk∥ = min1≤j≤n ∥y − yj∥. By density we have
limn→∞ sn(y) = y for every y ∈ f(X). Now set fn = sn ◦ f and note that
fn → f pointwise. Moreover, for 1 ≤ k ≤ n we have

f−1
n (yk) ={x ∈ X|∥f(x)− yk∥ = min

1≤j≤n
∥f(x)− yj∥}∩

{x ∈ X|∥f(x)− yl∥ < min
1≤j≤n

∥f(x)− yj∥, 1 ≤ l < k}

and fn will be measurable once we show that ∥f−y∥ is measurable for every
y ∈ f(Y ). To show this last claim choose (Problem 5.21) a countable set
{y′k} ∈ Y ∗ of unit vectors such that ∥y∥ = supk y

′
k(y). Then ∥f − y∥ =

supk y
′(f − y) from which the claim follows. □

Finally, there is also a version of Fubini:

Theorem 5.25 (Fubini). Let f be a strongly measurable function on X1×X2

and let µ1, µ2 be σ-finite measures on X1, X2, respectively.
Then ∫

X1

∥f(x1, x2)∥dµ1(x1) ∈ L1(X2, dµ2), (5.32)

respectively, ∫
X2

∥f(x1, x2)∥dµ2(x2) ∈ L1(X1, dµ1), (5.33)

if and only if f ∈ L1(X1 ×X2, dµ1 ⊗ dµ2, Y ). In this case∫∫
X1×X2

f(x1, x2)dµ1 ⊗ µ2(x1, x2) =

∫
X2

(∫
X1

f(x1, x2)dµ1(x1)

)
dµ2(x2)

=

∫
X1

(∫
X2

f(x1, x2)dµ2(x2)

)
dµ1(x1). (5.34)

Proof. The first claim is Tonelli’s theorem applied to ∥f∥. Moreover, by
Theorem 2.11 and linearity the last claim holds for simple functions. Now
choose a sequences of simple functions as in Lemma 5.20 and apply domi-
nated convergence (twice for the iterated integrals). □

Finally note that since the integral does not see null sets, one could also
work with functions which satisfy the above requirements only away from
null sets.
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Also note that many results can be reduced to the classical ones by
applying linear functionals. One example is the fundamental lemma of
the calculus of variations (cf. Lemma 3.23)

Lemma 5.26. Suppose X ⊆ Rn is open and f : X → Y is locally integrable.
Then ∫

X
φ(x)f(x)dnx = 0, ∀φ ∈ C∞

c (X), φ ≥ 0, (5.35)

if and only if f(x) = 0 (a.e.).

Proof. Note that by Problem 5.17 the integrand φf is measurable. More-
over, by ∥φ(x)f(x)∥ = |φ(x)|∥f(x)∥ and Ran(φf) ⊆ Y0, where Y0 :=

spanRan(f), we conclude that φf is integrable. In particular, we can re-
place Y by Y0 and assume that Y is separable without loss of generality.
Now choose a countable set of linear functionals ℓk ∈ Y ∗ as in Problem 5.21.
Then ∫

X
φ(x)ℓk(f(x))d

nx = ℓk

(∫
X
φ(x)f(x)dnx

)
= 0

for all k, which implies ℓk(f(x)) = 0 away from some null set Nk. Hence
∥f(x)∥ = supk |ℓk(f(x))| = 0 away from the null set

⋃
kNk. □

Another result that continues to hold (with literally the same proof) is
the Lebesgue differentiation theorem (Theorem 4.6 and Lemma 4.7):

Theorem 5.27. Lebesgue Let f : Rn → Y be (locally) integrable, then for
a.e. x ∈ Rn we have

lim
r↓0

1

|Br(x)|

∫
Br(x)

|f(y)− f(x)|dny = 0. (5.36)

The points where (5.36) holds are called Lebesgue points of f . At every
Lebesgue point we have

f(x) = lim
j→∞

1

|Aj(x)|

∫
Aj(x)

f(y)dny (5.37)

whenever Aj(x) shrinks to x nicely, that is, there are balls Brj (x) with rj → 0
and a constant ε > 0 such that Aj(x) ⊆ Brj (x) and |Aj | ≥ ε|Brj (x)|.

Problem* 5.17. Let (X,ΣX) be a measurable space and Y a Banach space.
Then the set of all measurable functions forms a vector space. Moreover, if
f : X → Y and φ : X → C are measurable, then so is φf . If in addition, Y
is a Banach algebra and f, g : X → Y are measurable, then so is fg. (Hint:
Compare Corollary 1.19.)

Problem* 5.18. Let (X,ΣX) be a measurable space and Y be a metric space
equipped with the Borel σ-algebra. Show that the pointwise limit f : X →
Y of measurable functions fn : X → Y is measurable. (Hint: Show that
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for U ⊆ Y open we have that f−1(U) =
⋃∞
m=1

⋃∞
n=1

⋂∞
k=n f

−1
k (Um), where

Um := {y ∈ U |d(y, Y \ U) > 1
m}.)

Problem 5.19. Suppose µ(A) <∞ and f integrable. Show∫
A
f dµ ∈ µ(A)conv(f(A)).

Problem 5.20. Let µ be σ-finite. Let f be integrable and C ⊂ X closed.
Show that if ∫

A
f dµ ∈ µ(A)C, ∀A ∈ Σ : µ(A) <∞,

then f(x) ∈ C for a.e. x ∈ X. (Hint: Show that the preimage of any ball in
Y \ C is a null set.)

Problem* 5.21. Let X be a separable Banach space. Show that there is a
countable set ℓk ∈ X∗ such that ∥x∥ = supk |ℓk(x)| for all x.

5.6. Lebesgue–Bochner spaces

In this section we briefly discuss Lebesgue spaces of functions with values in
a Banach space Y . As in the complex-valued case we define the Lp norm by

∥f∥p :=
(∫

X
∥f∥p dµ

)1/p

, 1 ≤ p, (5.38)

and denote by Lp(X, dµ, Y ) the set of all strongly measurable functions for
which ∥f∥p is finite. Note that Lp(X, dµ, Y ) is a vector space, since ∥f +
g∥p ≤ 2pmax(∥f∥, ∥g∥)p = 2pmax(∥f∥p, ∥g∥p) ≤ 2p(∥f∥p + ∥g∥p). Again
Lemma 2.6 (applied to ∥f∥) implies that we need to identify functions which
are equal almost everywhere: Let

N (X, dµ, Y ) := {f strongly measurable|f(x) = 0 µ-almost everywhere}
(5.39)

and consider the quotient space

Lp(X, dµ, Y ) := Lp(X, dµ, Y )/N (X, dµ, Y ). (5.40)

If dµ is the Lebesgue measure on X ⊆ Rn, we simply write Lp(X,Y ). Ob-
serve that ∥f∥p is well defined on Lp(X, dµ, Y ) and hence we have a normed
space (the triangle inequality will be established below).

Lemma 5.28. The integrable simple functions are dense in Lp(X, dµ, Y ),
1 ≤ p <∞.

Suppose X is a second countable Hausdorff space (i.e., it has a countable
basis) and µ is an outer regular Borel measure. Then for every countable base
B and total set V ⊆ Y the set of simple functions αχO with α ∈ V , O ∈ B,
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and µ(O) finite is total. If in addition Y is separable, then Lp(X, dµ, Y ),
1 ≤ p <∞, is separable.

Proof. Let f ∈ Lp(X, dµ, Y ). By Lemma 5.20 there is a sequence of sim-
ple functions such that sn(x) → f(x) pointwise and ∥sn(x)∥ ≤ 2∥f(x)∥.
In particular, sn ∈ Lp(X, dµ, Y ) and thus integrable since ∥sn∥pp = ∥sn∥1.
Moreover, ∥f(x)− sn(x)∥p ≤ 3p∥f(x)∥p and thus sn → f in Lp(X, dµ, Y ) by
dominated convergence. The rest follows as in Lemma 3.14. □

Similarly we define L∞(X, dµ, Y ) together with the essential supre-
mum

∥f∥∞ := inf{C |µ({x| ∥f(x)∥ > C}) = 0}. (5.41)

Next note that the usual integral inequalities follow by applying the scalar
case after using Lemma 5.18 (v):

Theorem 5.29 (Hölder’s inequality). Let p and q be dual indices, 1
p+

1
q = 1,

with 1 ≤ p ≤ ∞. If

(i) f ∈ Lp(X, dµ, Y ∗) and g ∈ Lq(X, dµ, Y ), or
(ii) f ∈ Lp(X, dµ) and g ∈ Lq(X, dµ, Y ), or
(iii) f ∈ Lp(X, dµ, Y ) and g ∈ Lq(X, dµ, Y ) and Y is a Banach algebra,

then fg is integrable and

∥f g∥1 ≤ ∥f∥p∥g∥q. (5.42)

Theorem 5.30 (Minkowski’s integral inequality). Suppose, (X,ΣX , µ) and
(Y,ΣY , ν) are two σ-finite measures, Z a Banach space, and f : X ×Y → Z
is strongly µ⊗ ν measurable. Let 1 ≤ p ≤ ∞. Then∥∥∥∥∫

Y
f(., y)dν(y)

∥∥∥∥
p

≤
∫
Y
∥f(., y)∥pdν(y), (5.43)

where the p-norm is computed with respect to µ. In particular, this says
that f(x, .) is integrable for a.e x and

∫
Y f(., y)dν(y) ∈ Lp(X, dµ, Z) if the

integral on the right is finite.

Corollary 5.31 (Minkowski’s inequality). Let f, g ∈ Lp(X, dµ, Y ), 1 ≤ p ≤
∞. Then

∥f + g∥p ≤ ∥f∥p + ∥g∥p. (5.44)

Moreover, literally the same proof as for the complex-valued case shows:

Theorem 5.32 (Riesz–Fischer). The space Lp(X, dµ, Y ), 1 ≤ p ≤ ∞, is a
Banach space.
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Corollary 5.33. If ∥fn − f∥p → 0, 1 ≤ p ≤ ∞, then there is a subsequence
fnj (of representatives) which converges pointwise almost everywhere and
a nonnegative function G ∈ Lp(X, dµ) such that ∥fnj (x)∥ ≤ G(x) almost
everywhere.

Of course, if Y is a Hilbert space, then L2(X, dµ, Y ) is a Hilbert space
with scalar product

⟨f, g⟩ =
∫
X
⟨f(x), g(x)⟩Y dµ(x). (5.45)

Also Theorem 3.18 extends with literally the same proof:

Theorem 5.34. Let X be a locally compact metric space and let µ be a
regular Borel measure. Then the set Cc(X,Y ) of continuous functions with
compact support and values in a dense linear subspace Ỹ ⊆ Y is dense in
Lp(X, dµ, Y ), 1 ≤ p <∞.

And mollification works:

Lemma 5.35. If ϕ ∈ L1(Rn) and f ∈ Lp(Rn, Y ) with 1 ≤ p <∞. Then

ϕ ∗ f =

∫
Rn

ϕ(x− y)f(y)dny (5.46)

satisfies Young’s inequality

∥ϕ ∗ f∥p ≤ ∥ϕ∥1∥f∥p. (5.47)

If ϕε is an approximate identity we have

lim
ε↓0

ϕε ∗ f = f (5.48)

with the limit taken in Lp. In the case p = ∞ the claim holds for f ∈
C0(Rn, Y ).

Moreover, if ϕ ∈ Ckc (Rn) and f ∈ L1(Rn, Y ), then ϕ∗f ∈ Ck(Rn, Y ) and

∂α(ϕ ∗ f) = (∂αϕ) ∗ f (5.49)

for any partial derivative of order at most k.
Next we turn to absolutely continuous functions. Let I = [a, b] be a

compact interval together with Lebesgue measure. We set

AC(I, Y ) := {f : I → Y |∃g ∈ L1(I, Y ) : f(x) = f(a) +

∫
[a,x)

g(y)dy}.

(5.50)
By dominated convergence, one sees that AC(I, Y ) ⊆ C(I, Y ). Moreover, by
the Lebesgue differentiation theorem (Theorem 5.27) the same proof as for
Corollary 4.10 shows that an absolutely continuous function is differentiable
with f ′ = g a.e. In particular, g is uniquely determined. If I is an open
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interval, we call f : I → Y absolutely continuous if it is absolutely continuous
on every compact subinterval and we set

W 1,p(I, Y ) := {f ∈ AC(I, Y ) ∩ Lp(I, Y )|f ′ ∈ Lp(I, Y )}, (5.51)

which is a Banach space when equipped with the norm

∥f∥W 1,p :=

{
(∥f∥pp + ∥f ′∥pp)1/p, 1 ≤ p <∞,

max(∥f∥∞, ∥f ′∥∞), p = ∞.
(5.52)

It is a Hilbert space if p = 2 and Y is a Hilbert space.

Problem 5.22. Let Y = C[a, b] and f : [0, 1] → Y integrable. Compute the
Bochner Integral

∫ 1
0 f(x)dx.

Problem 5.23. Show that an absolutely continuous function f ∈ AC([a, b], Y )
satisfies that for every ε > 0 there is a corresponding δ > 0 such that∑

k

|yk − xk| < δ ⇒
∑
k

∥f(yk)− f(xk)∥ < ε

for every countable collection of pairwise disjoint intervals (xk, yk) ⊂ [a, b].
(Hint: Have a look at the proof of Lemma 4.22.)

Problem 5.24. The variation of a function f : [a, b] → Y with Y a Banach
space is defined as

V b
a (f) := sup

partitions P of [a, b]
V (P, f), V (P, f) :=

m∑
k=1

∥f(xk)− f(xk−1)∥.

Verify that everything said in Section 4.4 up to the first part of Example 4.12
continues to hold if absolute values are replaced by norms.

Problem 5.25. Let U ⊆ Rn be a domain and I ⊆ R an interval. Show that
Cj(I, Lp(U)) ∩ Lr(I, Lq(U)) together with the norm

∥f∥ := ∥f∥Cj(I,Lp(U)) + ∥f∥Lr(I,Lq(U))

is a Banach space for j, k, l ∈ N0, 1 ≤ p, q, r ≤ ∞. (Hint: Work with test
functions from C∞

c and recall Problem 3.36. Remark: The same arguments
works if Lp(U) and Lq(U) are replaced by the Sobolev spaces W k,p(U) and
W l,q(U)), respectively.)

Problem 5.26. Let U ⊆ Rn be a domain and I ⊆ R an interval. Show that
Lr(I, Lp(U)), 1 ≤ r, p < ∞, can be identified with the set of all measurable
functions f : I × U → C for which(∫

I

(∫
U
|f(t, x)|pdnx

)r/p)1/r

<∞.

In particular, Lp(I, Lp(U)) ∼= Lp(I × U) for 1 ≤ p <∞.
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The first claim also holds for p, r = ∞ if the corresponding integrals
are replaced by the (essential) sup and the additional assumption that the
range

⋃
t∈I{f(t, .)} ⊆ L∞(U) is separable in the case p = ∞. Show that this

additional condition is necessary.

Problem 5.27. Let U ⊆ Rn be a domain and I ⊆ R an interval. Show that
for a strongly measurable function f and 1 ≤ p, r <∞ we have

∥f∥Lr(I,Lp(U)) = sup
∥g∥

Lr′ (I,Lp′ (U))
=1

∫
I

∫
U
|f(t, x)||g(t, x)|dnx dt,

where p′, r′ are the corresponding dual indices. Moreover, it suffices to take
the sup over functions which have support in a compact rectangle.

Problem 5.28. Show that if f ∈ Lp0(X, dµ, Y ) ∩ Lp1(X, dµ, Y ) for some
p0 < p1 then f ∈ Lp(X, dµ, Y ) for every p ∈ [p0, p1] and we have the Lya-
punov inequality

∥f∥p ≤ ∥f∥1−θp0 ∥f∥θp1 ,
where 1

p = 1−θ
p0

+ θ
p1

, θ ∈ (0, 1). (Hint: Classical Lyapunov inequality from
Problem 3.13.)

Problem 5.29. Let U ⊆ Rn be a domain and I ⊆ R an interval. Suppose
f ∈ Lp0(I, Lq0(U)) ∩ Lp1(I, Lq1(U)). Show that f ∈ Lpθ(I, Lqθ(U)) for θ ∈
[0, 1], where

1

pθ
=

1− θ

p0
+

θ

p1
,

1

qθ
=

1− θ

q0
+
θ

q1
.

(Hint: Lyapunov and generalized Hölder inequality — Problems 3.13 and
3.10.)

Problem 5.30. Suppose X is a Hilbert space. For f ∈ L1(Rn, X) define its
Fourier transform as

F(f)(p) ≡ pf(p) =
1

(2π)n/2

∫
Rn

e−ipxf(x)dnx.

Show that pf ∈ Cb(Rn, X). Moreover, show that the Fourier transform ex-
tends to a unitary operator on L2(Rn, X). (Hint: For the first part just
follow the argument for the case X = C. For the second part it suffices to
consider simple functions in which case the claim again reduces to the case
X = C).





Chapter 6

The dual of Lp

6.1. The dual of Lp, p < ∞

By the Hölder inequality every g ∈ Lq(X, dµ) gives rise to a linear functional
on Lp(X, dµ) and this clearly raises the question if every linear functional is
of this form. For 1 ≤ p <∞ this is indeed the case:

Theorem 6.1. Consider Lp(X, dµ) with some σ-finite measure µ and let q be
the corresponding dual index, 1

p +
1
q = 1. Then the map g ∈ Lq 7→ ℓg ∈ (Lp)∗

given by

ℓg(f) :=

∫
X
gf dµ (6.1)

is an isometric isomorphism for 1 ≤ p <∞. If p = ∞ it is at least isometric.

Proof. Given g ∈ Lq it follows from Hölder’s inequality that ℓg is a bounded
linear functional with ∥ℓg∥ ≤ ∥g∥q. Moreover, ∥ℓg∥ = ∥g∥q follows from
Corollary 3.5.

To show that this map is surjective if 1 ≤ p <∞, first suppose µ(X) <∞
and choose some ℓ ∈ (Lp)∗. Since ∥χA∥p = µ(A)1/p, we have χA ∈ Lp for
every A ∈ Σ and we can define

ν(A) := ℓ(χA).

Suppose A :=
⋃
· ∞j=1Aj , where the Aj ’s are disjoint. Then, by dominated

convergence, ∥
∑n

j=1 χAj − χA∥p → 0 (this is false for p = ∞!) and hence

ν(A) = ℓ(

∞∑
j=1

χAj ) =

∞∑
j=1

ℓ(χAj ) =

∞∑
j=1

ν(Aj).

167
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Thus ν is a complex measure. Moreover, µ(A) = 0 implies χA = 0 in Lp

and hence ν(A) = ℓ(χA) = 0. Thus ν is absolutely continuous with respect
to µ and by the complex Radon–Nikodym theorem dν = g dµ for some
g ∈ L1(X, dµ). In particular, we have

ℓ(f) =

∫
X
fg dµ

for every simple function f . Next let An = {x||g(x)| < n}, then gn = gχAn ∈
Lq and by Corollary 3.5 we conclude ∥gn∥q ≤ ∥ℓ∥. Letting n → ∞ shows
g ∈ Lq and finishes the proof for finite µ.

If µ is σ-finite, let Xn ↗ X with µ(Xn) <∞. Then for every n there is
some gn on Xn and by uniqueness of gn we must have gn = gm on Xn ∩Xm.
Hence there is some g and by ∥gn∥q ≤ ∥ℓ∥ independent of n, we have g ∈ Lq.
By construction ℓ(fχXn) = ℓg(fχXn) for every f ∈ Lp and letting n → ∞
shows ℓ(f) = ℓg(f). □

Given the bidual X∗∗ of a Banach space X, the Hahn–Banach theorem
tells us, thatX can be identified with a subspace ofX∗∗ by virtue of the linear
isometry J : X → X∗∗ defined by J(x)(ℓ) := ℓ(x) (i.e., J(x) is evaluation at
x); see Theorem 4.18 from [25]. Then X is called reflexive if J is surjective.

Corollary 6.2. Let µ be some σ-finite measure. Then Lp(X, dµ) is reflexive
for 1 < p <∞.

Proof. Identify Lq(X, dµ) with Lp(X, dµ)∗ by virtue of g ∼ ℓg and choose
h ∈ Lp(X, dµ)∗∗. Then there is some f ∈ Lp(X, dµ) such that

h(ℓg) =

∫
X
gf dµ, ℓg ∈ Lp(X, dµ)∗ ∼= Lq(X, dµ).

But this implies h(ℓg) = ℓg(f), that is, h = J(f), and thus J is surjective. □

Note that in the case 0 < p < 1, where Lp fails to be a Banach space,
the dual might even be empty (see Problem 6.2)!

Problem 6.1. Let f ∈ Lp(R) and g ∈ Lq(R) with 1
p +

1
q = 1. Show that

lim
n→∞

∫
R
f(x+ n)g(x)dx = 0.

In other words, the sequence f(.+ n) converges weakly to 0 for 1 ≤ p <∞.

Problem* 6.2. Formally extend the definition of Lp(0, 1) to p ∈ (0, 1).
Show that ∥.∥p does not satisfy the triangle inequality. However, show that it
is a quasinormed space, that is, it satisfies all requirements for a normed
space except for the triangle inequality which is replaced by

∥a+ b∥ ≤ K(∥a∥+ ∥b∥)
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with some constant K ≥ 1. Show, in fact,

∥a+ b∥p ≤ 21/p−1(∥a∥p + ∥b∥p), p ∈ (0, 1).

Moreover, show that Lp(0, 1)∗ = {0} in this case. (Hint: For the first part
show α+β ≤ (αp+βp)1/p ≤ 21/p−1(α+β) for 0 < p < 1 and α, β ≥ 0. For the
second suppose there were a nontrivial ℓ ∈ Lp(0, 1)∗. Start with f0 ∈ Lp such
that |ℓ(f0)| ≥ 1. Set g0 = χ(0,s]f and h0 = χ(s,1]f , where s ∈ (0, 1) is chosen
such that ∥g0∥p = ∥h0∥p = 2−1/p∥f0∥p. Then |ℓ(g0)| ≥ 1

2 or |ℓ(h0)| ≥ 1
2 and

we set f1 = 2g0 in the first case and f1 = 2h0 else. Iterating this procedure
gives a sequence fn with |ℓ(fn)| ≥ 1 and ∥fn∥p = 2−n(1/p−1)∥f0∥p.)

Problem 6.3. Suppose K : Lp(Y, dν) → Lp(X, dµ) is an integral operator
with kernel K(x, y) satisfying the Schur criterion (Lemma 3.25). Show that
for 1 ≤ p <∞ the adjoint operator K ′ : Lq(X, dµ) → Lq(Y, dν) is given by

(K ′f)(x) =

∫
X
K(y, x)f(y)dµ(y), f ∈ Lq(X, dµ).

6.2. The dual of L∞ and the Riesz representation theorem

In the last section we have computed the dual space of Lp for p < ∞. Now
we want to investigate the case p = ∞. Recall that we already know that the
dual of L∞ is much larger than L1 since it cannot be separable in general.
Example 6.1. Let ν be a complex measure. Then

ℓν(f) :=

∫
X
fdν (6.2)

is a bounded linear functional on B(X) (the Banach space of bounded mea-
surable functions) with norm

∥ℓν∥ = |ν|(X) (6.3)

by (4.25) and Corollary 4.19. If ν is absolutely continuous with respect to
µ, then it will even be a bounded linear functional on L∞(X, dµ) since the
integral will be independent of the representative in this case. ⋄

So the dual of B(X) contains all complex measures. However, this is still
not all of B(X)∗. In fact, it turns out that it suffices to require only finite
additivity for ν.

Let (X,Σ) be a measurable space. A complex content ν is a map
ν : Σ → C such that (finite additivity)

ν(

n⋃
·

k=1

Ak) =

n∑
k=1

ν(Ak), Aj ∩Ak = ∅, j ̸= k. (6.4)

A content is called positive if ν(A) ≥ 0 for all A ∈ Σ and given ν we
can define its total variation |ν|(A) as in (4.16). The same proof as in
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Theorem 4.13 shows that |ν| is a positive content. However, since we do not
require σ-additivity, it is not clear that |ν|(X) is finite. Hence we will call ν
finite if |ν|(X) < ∞. As in (4.18), (4.19) we can split every content into a
complex linear combination of four positive contents.

Given a content ν we can define the corresponding integral for simple
functions s(x) =

∑n
k=1 αkχAk

as usual∫
A
s dν :=

n∑
k=1

αkν(Ak ∩A). (6.5)

As in the proof of Lemma 2.1 one shows that the integral is linear. Moreover,

|
∫
A
s dν| ≤ |ν|(A) ∥s∥∞ (6.6)

and our integral is a densely defined bounded linear functional and hence
there is a unique extension to all of B(X) such that

|
∫
X
f dν| ≤ |ν|(X) ∥f∥∞ (6.7)

(cf. Theorem 1.16 from [25] and compare Problem 2.4). However, note that
our convergence theorems (monotone convergence, dominated convergence)
will no longer hold in this case (unless ν happens to be a measure).

In particular, every complex content gives rise to a bounded linear func-
tional on B(X) and the converse also holds:

Theorem 6.3. Every bounded linear functional ℓ ∈ B(X)∗ is of the form

ℓ(f) =

∫
X
f dν (6.8)

for some unique finite complex content ν and ∥ℓ∥ = |ν|(X).

Proof. Let ℓ ∈ B(X)∗ be given. If there is a content ν at all, it is uniquely
determined by ν(A) := ℓ(χA). Using this as definition for ν, we see that finite
additivity follows from linearity of ℓ. Moreover, (6.8) holds for characteristic
functions and by

ℓ(
n∑
k=1

αkχAk
) =

n∑
k=1

αkν(Ak) =
n∑
k=1

|ν(Ak)|, αk := sign(ν(Ak))
∗,

we see |ν|(X) ≤ ∥ℓ∥.
Since the characteristic functions are total, (6.8) holds everywhere by

continuity and (6.7) shows ∥ℓ∥ ≤ |ν|(X). □

It is also easy to tell when ν is positive. To this end call ℓ a positive
functional if ℓ(f) ≥ 0 whenever f ≥ 0.
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Corollary 6.4. Let ℓ ∈ B∗(X) be associated with the finite content ν. Then
ν will be a positive content if and only if ℓ is a positive functional. Moreover,
every ℓ ∈ B∗(X) can be written as a complex linear combination of four
positive functionals.

Proof. Clearly ℓ ≥ 0 implies ν(A) = ℓ(χA) ≥ 0. Conversely ν(A) ≥ 0
implies ℓ(s) ≥ 0 for every simple s ≥ 0. Now for f ≥ 0 we can find a
sequence of simple functions sn such that ∥sn − f∥∞ → 0. Moreover, by
||sn| − f | ≤ |sn − f | we can assume sn to be nonnegative. But then ℓ(f) =
limn→∞ ℓ(sn) ≥ 0 as required.

The last part follows by splitting the content ν into a linear combination
of positive contents. □

Remark: To obtain the dual of L∞(X, dµ) from this you just need to re-
strict to those linear functionals which vanish on N (X, dµ) (cf. Problem 6.4),
that is, those whose content is absolutely continuous with respect to µ (note
that the Radon–Nikodym theorem does not hold unless the content is a
measure).
Example 6.2. Consider B(R) and define

ℓ(f) = lim
ε↓0

(λf(−ε) + (1− λ)f(ε)), λ ∈ (0, 1],

for f in the subspace of bounded measurable functions which have left and
right limits at 0. Since ∥ℓ∥ = 1 we can extend it to all of B(R) using the
Hahn–Banach theorem. Then the corresponding content ν(A) := ℓ(χA) is
no measure:

λ = ν([−1, 0)) = ν(
∞⋃
n=1

[− 1

n
,− 1

n+ 1
)) ̸=

∞∑
n=1

ν([− 1

n
,− 1

n+ 1
)) = 0.

Observe that the corresponding distribution function (defined as in (1.17))
is nondecreasing but not right continuous! If we render ν right continuous,
we get the distribution function of the Dirac measure (centered at 0). In
addition, the Dirac measure has the same integral at least for continuous
functions! ⋄

Based on this observation we can give a simple proof of the Riesz rep-
resentation for compact intervals. The general version will be shown in the
next section.

Theorem 6.5 (Riesz representation). Let I = [a, b] ⊆ R be a compact in-
terval. Every bounded linear functional ℓ ∈ C(I)∗ is of the form

ℓ(f) =

∫
I
f dν (6.9)

for some unique complex Borel measure ν and ∥ℓ∥ = |ν|(I).
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Proof. By the Hahn–Banach theorem we can extend ℓ to a bounded linear
functional ℓ ∈ B(I)∗ and we have a corresponding content ν̃. Splitting this
content into positive parts it is no restriction to assume ν̃ is positive.

Now the idea is as follows: Define a distribution function for ν̃ as in
(1.17). By finite additivity of ν̃ it will be nondecreasing and we can use
Theorem 1.13 to obtain an associated measure ν whose distribution function
coincides with ν̃ except possibly at points where ν is discontinuous. It re-
mains to show that the corresponding integral coincides with ℓ for continuous
functions.

Let f ∈ C(I) be given. Fix points a < xn0 < xn1 < . . . xnn < b such that
xn0 → a, xnn → b, and supk |xnk−1 − xnk | → 0 as n→ ∞. Then the sequence of
simple functions

fn(x) = f(xn0 )χ[xn0 ,x
n
1 )

+ f(xn1 )χ[xn1 ,x
n
2 )

+ · · ·+ f(xnn−1)χ[xnn−1,x
n
n]
.

converges uniformly to f by continuity of f . Moreover,∫
I
f dν = lim

n→∞

∫
I
fn dν = lim

n→∞

n∑
k=1

f(xnk−1)(ν(x
n
k)− ν(xnk−1))

= lim
n→∞

n∑
k=1

f(xnk−1)(ν̃(x
n
k)− ν̃(xnk−1)) = lim

n→∞

∫
I
fn dν̃

=

∫
I
f dν̃ = ℓ(f)

provided the points xnk are chosen to stay away from all discontinuities of
ν(x) (recall that there are at most countably many).

To see ∥ℓ∥ = |ν|(I) recall dν = hd|ν| where |h| = 1 (Corollary 4.19). Now
choose continuous functions hn(x) → h(x) pointwise a.e. (Theorem 3.18).
Using h̃n = hn

max(1,|hn|) we even get such a sequence with |h̃n| ≤ 1. Hence
ℓ(h̃∗n) =

∫
h̃∗nh d|ν| →

∫
|h|2d|ν| = |ν|(I) implying ∥ℓ∥ ≥ |ν|(I). The con-

verse follows from (6.7). □

Problem* 6.4. Let M be a closed subspace of a Banach space X. Show
that (X/M)∗ ∼= {ℓ ∈ X∗|M ⊆ Ker(ℓ)} (cf. Theorem 4.21 from [25]).

Problem 6.5. Let µ and ν be σ-finite measures on X and Y , respectively.
Let p, q < ∞ and let p′, q′ be the corresponding dual indices. Suppose that
K : X×Y → C is measurable with K(x, .) ∈ Lq

′
(Y, dν) for a.e. x. Moreover,

suppose that

(Kf)(x) :=

∫
X
K(x, y)f(y)dν(y)

is a bounded operator from Lq(, dν) → Lp(X, dµ) and the same holds for |K|.
Then, if we identify the duals Lp(X, dµ)∗ ∼= Lq(X, dµ) and Lp(X, dµ)∗ ∼=
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Lq(X, dµ), the adjoint of K is given by

(K ′f)(y) :=

∫
Y
K(x, y)g(x)dν(x).

6.3. The Riesz–Markov representation theorem

In this section section we want to generalize Theorem 6.5. To this end X
will be a metric space with the Borel σ-algebra. Given a Borel measure µ
the integral

ℓ(f) :=

∫
X
f dµ (6.10)

will define a linear functional ℓ on the set of continuous functions with com-
pact support Cc(X). If µ were bounded we could drop the requirement for f
to have compact support, but we do not want to impose this restriction here.
However, in an arbitrary metric space there might not be many continuous
functions with compact support. In fact, if f ∈ Cc(X) and x ∈ X is such
that f(x) ̸= 0, then f−1(Br(f(x)) will be a relatively compact neighborhood
of x whenever 0 < r < |f(x)|. So in order to be able to see all of X, we will
assume that every point has a relatively compact neighborhood, that is, X
is locally compact.

Moreover, note that positivity of µ implies that ℓ is positive in the
sense that ℓ(f) ≥ 0 if f ≥ 0. This raises the question if there are any other
requirements for a linear functional to be of the form (6.10). The purpose
of this section is to prove that there are none, that is, there is a one-to-one
connection between positive linear functionals on Cc(X) and positive Borel
measures on X.

As a preparation let us reflect how µ could be recovered from ℓ as in
(6.10). Given a Borel set A it seems natural to try to approximate the
characteristic function χA by continuous functions form the inside or the
outside. However, if you try this for the rational numbers in the case X = R,
then this works neither from the inside nor the outside. So we have to be
more modest. If K is a compact set, we can choose a sequence fn ∈ Cc(X)
with fn ↓ χK (Problem 6.7). In particular,

µ(K) = lim
n→∞

∫
X
fndµ (6.11)

by dominated convergence. So we can recover the measure of compact sets
from ℓ and hence µ if it is inner regular. In particular, for every positive linear
functional there can be at most one inner regular measure. This shows how
µ should be defined given a linear functional ℓ. Nevertheless it will be more
convenient for us to approximate characteristic functions of open sets from
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the inside since we want to define an outer measure and use the Carathéodory
construction. Hence, given a positive linear functional ℓ we define

ρ(O) := sup{ℓ(f)|f ∈ Cc(X), f ≺ O} (6.12)

for any open set O. Here f ≺ O is short hand for f ≤ χO and supp(f) ⊆ O.
Since ℓ is positive, so is ρ. Note that it is not clear that this definition will
indeed coincide with µ(O) if ℓ is given by (6.10) unless O has a compact
exhaustion. However, this is of no concern for us at this point.

Lemma 6.6. Let X be a locally compact metric space. Given a positive
linear functional ℓ on Cc(X) the set function ρ defined in (6.12) has the
following properties:

(i) ρ(∅) = 0,

(ii) monotonicity ρ(O1) ≤ ρ(O2) if O1 ⊆ O2,

(iii) ρ is finite for relatively compact sets,

(iv) ρ(O) ≤
∑

n ρ(On) for every countable open cover {On} of O, and

(v) additivity ρ(O1 ∪· O2) = ρ(O1) + ρ(O2) if O1 ∩O2 = ∅.

Proof. (i) and (ii) are clear. To see (iii) note that if O is compact, then by
Urysohn’s lemma there is a function f ∈ Cc(X) which is one on O implying
ρ(O) ≤ ℓ(f). To see (iv) let f ∈ Cc(X) with f ≺ O. Then finitely many of
the sets O1, . . . , ON will cover K := supp(f). Set

hj(x) :=
dist(x,X \Oj)∑N

k=1 dist(x,X \Ok) + dist(x,K)
, 1 ≤ j ≤ N.

Then χK ≤ h1 + · · ·+ hN and hence

ℓ(f) =
N∑
j=1

ℓ(hjf) ≤
N∑
j=1

ρ(Oj) ≤
∑
n

ρ(On).

To see (v) note that f1 ≺ O1 and f2 ≺ O2 implies f1 + f2 ≺ O1 ∪· O2 and
hence ℓ(f1) + ℓ(f2) = ℓ(f1 + f2) ≤ ρ(O1 ∪· O2). Taking the supremum over
f1 and f2 shows ρ(O1)+ ρ(O2) ≤ ρ(O1 ∪· O2). The reverse inequality follows
from the previous item. □

Lemma 6.7. Let ℓ be a positive linear functional on Cc(X) and let ρ be
defined as in (6.12). Then

µ∗(A) := inf
{
ρ(O)

∣∣∣A ⊆ O, O open
}
. (6.13)

defines a metric outer measure on X.
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Proof. Consider the outer measure (Lemma 1.8)

ν∗(A) := inf
{ ∞∑
n=1

ρ(On)
∣∣∣A ⊆

∞⋃
n=1

On, On open
}
.

Then we clearly have ν∗(A) ≤ µ∗(A). Moreover, if ν∗(A) < µ∗(A) we can
find an open cover {On} such that

∑
n ρ(On) < µ∗(A). But for O =

⋃
nOn

we have µ∗(A) ≤ ρ(O) ≤
∑

n ρ(On), a contradiction. Hence µ∗ = ν∗ and we
have an outer measure.

To see that µ∗ is a metric outer measure let A1, A2 with dist(A1, A2) > 0
be given. Then, there are disjoint open sets O1 ⊇ A1 and O2 ⊇ A2. Hence
for A1 ∪· A2 ⊆ O we have µ∗(A1) + µ∗(A2) ≤ ρ(O1 ∩O) + ρ(O2 ∩O) ≤ ρ(O)
and taking the infimum over all O we have µ∗(A1) + µ∗(A2) ≤ µ∗(A1 ∪·
A2). The converse follows from subadditivity and hence µ∗ is a metric outer
measure. □

So Theorem 1.9 gives us a corresponding measure µ defined on the Borel
σ-algebra by Lemma 1.11. By construction this Borel measure will be outer
regular and it will also be inner regular as the next lemma shows. Note that
if one is willing to make the extra assumption of separability for X, this will
come for free from Corollary 1.23.

Lemma 6.8. The Borel measure µ associated with µ∗ from (6.13) is regular.

Proof. Since µ is outer regular by construction it suffices to show

µ(O) = sup
K⊆O,K compact

µ(K)

for every open set O ⊆ X. Now denote the last supremum by α and observe
α ≤ µ(O) by monotonicity. For the converse we can assume α <∞ without
loss of generality. Then, by the definition of µ(O) = ρ(O) we can find
some f ∈ Cc(X) with f ≺ O such that µ(O) ≤ ℓ(f) + ε. Next let K :=
supp(f) ⊆ O and choose a sequence of relatively compact open sets On ↘ K
(Problem 6.6). Then ℓ(f) ≤ ρ(On) = µ(On) implying ℓ(f) ≤ µ(K) upon
n→ ∞. Hence µ(O) ≤ ℓ(f)+ε ≤ µ(K)+ε ≤ α+ε and as ε > 0 is arbitrary
this establishes the claim. □

Now we are ready to show

Theorem 6.9 (Riesz–Markov representation). Let X be a locally compact
metric space. Then every positive linear functional ℓ : Cc(X) → C gives rise
to a unique regular Borel measure µ such that (6.10) holds.

Proof. We have already constructed a corresponding Borel measure µ and
it remains to show that ℓ is given by (6.10). To this end observe that if
f ∈ Cc(X) satisfies χO ≤ f ≤ χC , where O is open and C closed, then



176 6. The dual of Lp

µ(O) ≤ ℓ(f) ≤ µ(C). In fact, every g ≺ O satisfies ℓ(g) ≤ ℓ(f) and hence
µ(O) = ρ(O) ≤ ℓ(f). Similarly, for every Õ ⊇ C we have f ≺ Õ and hence
ℓ(f) ≤ ρ(Õ) implying ℓ(f) ≤ µ(C).

Now the next step is to split f into smaller pieces for which this estimate
can be applied. To this end we can suppose 0 ≤ f ≤ 1 without loss of
generality and define gnk := min(f, kn) for 0 ≤ k ≤ n. Clearly gn0 = 0 and
gnn = f . Setting fnk := gnk − gnk−1 for 1 ≤ k ≤ n we have f =

∑n
k=1 f

n
k and

1
nχCn

k
≤ fnk ≤ 1

nχOn
k−1

where Onk = {x ∈ X|f(x) > k
n} and Cnk = Onk = {x ∈

X|f(x) ≥ k
n}. Summing over k we have 1

n

∑n
k=1 χCn

k
≤ f ≤ 1

n

∑n−1
k=0 χOn

k
as

well as
1

n

n∑
k=1

µ(Onk ) ≤ ℓ(f) ≤ 1

n

n−1∑
k=0

µ(Cnk )

Hence we obtain∫
f dµ− µ(On0 )

n
≤ 1

n

n∑
k=1

µ(Onk ) ≤ ℓ(f) ≤ 1

n

n−1∑
k=0

µ(Cnk ) ≤
∫
f dµ+

µ(Cn0 )

n

and letting n→ ∞ establishes the claim since Cn0 = supp(f) is compact and
hence has finite measure. □

Note that this might at first sight look like a contradiction since (6.10)
gives a linear functional even if µ is not regular. However, in this case the
Riesz–Markov theorem merely says that there will be a corresponding regular
measure which gives rise to the same integral for continuous functions with
compact support. Moreover, using (6.11) one even sees that both measures
agree on compact sets.

As a consequence we can also identify the dual space of C0(X) (i.e. the
closure of Cc(X) as a subspace of Cb(X)). Note that C0(X) is separable
if X is locally compact and separable (Lemma B.37 from [25]). Also recall
that a complex measure is regular if all four positive measures in the Jordan
decomposition (4.20) are. By Lemma 4.21 this is equivalent to the total
variation being regular.

Theorem 6.10 (Riesz–Markov Jr.1 representation). Let X be a locally com-
pact metric space. Every bounded linear functional ℓ ∈ C0(X)∗ is of the form

ℓ(f) =

∫
X
f dν (6.14)

for some unique regular complex Borel measure ν and ∥ℓ∥ = |ν|(X). More-
over, ℓ will be positive if and only if ν is.

If X is compact this holds for C(X) = C0(X).

1Andrey Markov Jr. (1903–1979), Soviet mathematician

http://en.wikipedia.org/wiki/Andrey Markov Jr.
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Proof. First of all observe that (4.25) shows that for every regular complex
measure ν equation (6.14) gives a linear functional ℓ with ∥ℓ∥ ≤ |ν|(X).
This functional will be positive if ν is. Moreover, we have dν = h d|ν|
(Corollary 4.19) and by Theorem 3.18 we can find a sequence hn ∈ Cc(X)

with hn(x) → h(x) pointwise a.e. Using h̃n := hn
max(1,|hn|) we even get such

a sequence with |h̃n| ≤ 1. Hence ℓ(h̃∗n) =
∫
h̃∗nh d|ν| →

∫
|h|2d|ν| = |ν|(X)

implying ∥ℓ∥ ≥ |ν|(X).
Conversely, let ℓ be given. By the Hahn–Banach theorem we can extend

ℓ to a bounded linear functional ℓ ∈ B(X)∗ which can be written as a
linear combinations of positive functionals by Corollary 6.4. Hence it is no
restriction to assume ℓ is positive. But for positive ℓ the previous theorem
implies existence of a corresponding regular measure ν such that (6.14) holds
for all f ∈ Cc(X). Since Cc(X) = C0(X) (6.14) holds for all f ∈ C0(X) by
continuity. □

Example 6.3. Note that the dual space of Cb(X) will in general be larger.
For example, consider Cb(R) and define ℓ(f) = limx→∞ f(x) on the subspace
of functions from Cb(R) for which this limit exists. Extend ℓ to a bounded
linear functional on all of Cb(R) using Hahn–Banach. Then ℓ restricted to
C0(R) is zero and hence there is no associated measure such that (6.14)
holds. ⋄

The above result implies that for bounded sequences, vague convergence
is the same as weak-∗ convergence in C0(X)∗. One direction following from
Lemma 5.14 and the other from the fact that every weak-∗ convergent se-
quence is bounded.

As a consequence we can extend Helly’s selection theorem. We call a
sequence of complex measures νn vaguely convergent to a measure ν if∫

X
fdνn →

∫
X
fdν, f ∈ Cc(X). (6.15)

This generalizes our definition for positive measures from Section 5.4. More-
over, note that in the case that the sequence is bounded, |νn|(X) ≤M , we get
(6.15) for all f ∈ C0(X). Indeed, choose g ∈ Cc(X) such that ∥f − g∥∞ < ε
and note that lim supn |

∫
X fdνn−

∫
X fdν| ≤ lim supn |

∫
X(f−g)dνn−

∫
X(f−

g)dν| ≤ ε(M + |ν|(X)).

Theorem 6.11. Let X be a locally compact metric space. Then every
bounded sequence νn of regular complex measures, that is |νn|(X) ≤ M ,
has a vaguely convergent subsequence whose limit is regular. If all νn are
positive, every limit of a convergent subsequence is again positive.
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Proof. Let Y = C0(X). Then we can identify the space of regular complex
measure Mreg(X) as the dual space Y ∗ by the Riesz–Markov theorem. More-
over, every bounded sequence has a weak-∗ convergent subsequence by the
Banach–Alaoglu theorem (Theorem 6.10 from [25] — if X and hence C0(X)
is separable, then Lemma 4.36 from [25] will suffice) and this subsequence
converges in particular vaguely.

If the measures are positive, then ℓn(f) =
∫
f dνn ≥ 0 for every f ≥ 0

and hence ℓ(f) =
∫
f dν ≥ 0 for every f ≥ 0, where ℓ ∈ Y ∗ is the limit

of some convergent subsequence. Hence ν is positive by the Riesz–Markov
representation theorem. □

Recall once more that in the case where X is locally compact and sepa-
rable, regularity will automatically hold for every Borel measure.
Example 6.4. This theorem applies in particular to the case of a sequence
of probability measures µn. If one additionally assumes that the sequence
is tight (cf. Problem 5.15) then there is a weakly convergent subsequence
whose limit is again a probability measure. ⋄

Problem* 6.6. Let X be a locally compact metric space. Show that for every
compact set K there is a sequence of relatively compact open sets On ↘ K.

Problem* 6.7. Let X be a locally compact metric space. Show that for
every compact set K there is a sequence fn ∈ Cc(X) with 0 ≤ fn ≤ 1 and
fn ↓ χK . (Hint: Urysohn’s lemma.)

Problem 6.8. Show the Lemma 6.6 holds also in case X is a regular Haus-
dorff space. (Hint: Urysohn’s lemma.)

Problem 6.9. A function

F (z) := bz + a+

∫
R

1 + zx

x− z
dµ(x), z ∈ C \ R,

with b ≥ 0, a ∈ R and µ a finite (nonnegative) measure is called a Herglotz–
Nevanlinna function. It is easy to check that F (z) is analytic (cf. Prob-
lem 2.18), satisfies F (z∗) = F (z)∗, and maps the upper half plane to itself
(unless b = 0 and µ = 0), that is Im(F (z)) ≥ 0 for Im(z) > 0. In fact, it
can be shown (this is the Herglotz representation theorem) that any function
with these properties is of the above form.

Show that if Fn is a sequence of Herglotz–Nevanlinna functions which
converges pointwise to a function F for z in some set U ⊆ C+ which has a
limit point in C+, then F is also a Herglotz–Nevanlinna function and an → a,
bn → b and µn → µ weakly. (Hint: Note that you can get a bound on µn(R)
by considering Fn(i). Now use Helly’s selection theorem (Lemma 5.17 will
do) and note that by the identity theorem the limit is uniquely determined
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by the values of F on U . Finally recall that vague convergence of measures
is just weak-∗ convergence on C0(R)∗ and use that (in a topological space)
if every subsequence has a further subsequence which converges to the same
limit, then the sequence also converges to this limit (cf. Lemma B.5 from
[25].)





Chapter 7

Sobolev spaces

7.1. Warmup: Differentiable and Hölder continuous
functions

Given U ⊆ Rn the set of all bounded continuous functions Cb(U) together
with the sup norm

∥f∥∞ := sup
x∈U

|f(x)| (7.1)

is a Banach space (cf. Corollary B.36 from [25]). The space of continuous
functions with compact support Cc(U) ⊆ Cb(U) is in general not dense and
its closure will be denoted by C0(U). If U is open C0(U) can be interpreted
as the functions in Cb(U) which vanish at the boundary

C0(U) := {f ∈ C(U)|∀ε > 0,∃K ⊆ U compact : |f(x)| < ε, x ∈ U \K}.
(7.2)

Of course Rn could be replaced by any topological space up to this point.
Moreover, for U open the above norm can be augmented to handle dif-

ferentiable functions by considering the space C1
b (U) of all continuously dif-

ferentiable functions for which the following norm

∥f∥1,∞ := ∥f∥∞ +

n∑
j=1

∥∂jf∥∞ (7.3)

is finite, where ∂j = ∂
∂xj

. Note that ∥∂jf∥ for one j (or all j) is not sufficient
as it is only a seminorm (it vanishes for every constant function). However,
since the sum of seminorms is again a seminorm (Problem 7.3) the above
expression defines indeed a norm. It is also not hard to see that C1

b (U) is
complete. In fact, let fm be a Cauchy sequence, then fm(x) converges uni-
formly to some continuous function f(x) and the same is true for the partial

181
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derivatives ∂jfm(x) → gj(x). Moreover, since fm(x) = fm(c, x2, . . . , xn) +∫ x1
c ∂1f

m(t, x2, . . . , xn)dt → f(x) = f(c, x2, . . . , xn) +
∫ x1
c g1(t, x2, . . . , xn)dt

we obtain ∂1f(x) = g1(x). The remaining derivatives follow analogously and
thus fm → f in C1

b (U).
To extend this approach to higher derivatives let Ck(U) be the set of all

complex-valued functions which have continuous partial derivatives of order
up to k. For f ∈ Ck(U) and α ∈ Nn0 we set

∂αf :=
∂|α|f

∂xα1
1 · · · ∂xαn

n
, |α| := α1 + · · ·+ αn, (7.4)

for |α| ≤ k. In this context α ∈ Nn0 is called a multi-index and |α| is called
its order. Also recall that by the classical theorem of Schwarz the order in
which these derivatives are performed is irrelevant. With this notation the
above considerations can be easily generalized to higher order derivatives:

Theorem 7.1. Let U ⊆ Rn be open. The space Ckb (U) of all functions whose
partial derivatives up to order k are bounded and continuous form a Banach
space with norm

∥f∥k,∞ :=
∑
|α|≤k

sup
x∈U

|∂αf(x)|. (7.5)

An important subspace is Ck0 (U) which we define as the closure of Ckc (U):

Ck0 (U) := Ckc (U). (7.6)

Note that the space Ckb (U) could be further refined by requiring the highest
derivatives to be Hölder continuous. Recall that a function f : U → C is
called uniformly Hölder continuous with exponent γ ∈ (0, 1] if

[f ]γ := sup
x ̸=y∈U

|f(x)− f(y)|
|x− y|γ

(7.7)

is finite. Clearly, any Hölder continuous function is uniformly continuous
and, in the special case γ = 1, we obtain the Lipschitz continuous func-
tions. Note that for γ = 0 the Hölder condition boils down to boundedness
and also the case γ > 1 is not very interesting (Problem 7.2).
Example 7.1. By the mean value theorem every function f ∈ C1

b (U) is Lip-
schitz continuous with [f ]γ ≤ ∥∇f∥∞, where ∇f = (∂1f, . . . , ∂nf) denotes
the gradient. ⋄
Example 7.2. The prototypical example of a Hölder continuous function
is of course f(x) = xγ on [0,∞) with γ ∈ (0, 1]. In fact, without loss of
generality we can assume 0 ≤ x < y and set t = x

y ∈ [0, 1). Then we have

yγ − xγ

(y − x)γ
≤ 1− tγ

(1− t)γ
≤ 1− t

1− t
= 1.
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From this one easily gets further examples since the composition of two
Hölder continuous functions is again Hölder continuous (the exponent being
the product). ⋄

It is easy to verify that this is a seminorm and that the corresponding
space is complete.

Theorem 7.2. Let U ⊆ Rn be open. The space Ck,γb (U) of all functions
whose partial derivatives up to order k are bounded and Hölder continuous
with exponent γ ∈ (0, 1] form a Banach space with norm

∥f∥k,γ,∞ := ∥f∥k,∞ +
∑
|α|=k

[∂αf ]γ . (7.8)

As before, observe that the closure of Ckc (U) is Ck,γ0 (U) := Ck,γb (U) ∩
Ck0 (U). Moreover, as also already noted before, in the case γ = 0 we get a
norm which is equivalent to ∥f∥k,∞ and we will set Ck,0b (U) := Ckb (U) for
notational convenience later on.

Note that by the mean value theorem all derivatives up to order lower
than k are automatically Lipschitz continuous if U is convex.
Example 7.3. So while locally, differentiability is stronger than Lipschitz
continuity, globally the situation depends on the domain: The sign function
is in C1

b (R \ {0}) but it is not in C0,1
b (R \ {0}). In fact it is not even uni-

formly continuous. Also observe that the fact that its derivative is Lipschitz
continuous on R \ {0} does not help. ⋄

Moreover, every Hölder continuous function is uniformly continuous and
hence has a unique extension to the closure U (cf. Theorem B.39 from [25]).
In this sense, the spaces C0,γ

b (U) and C0,γ
b (U) are naturally isomorphic.

Consequently, we can also understand Ck,γb (U) in this fashion since for a
function from Ck,γb (U) all derivatives have a continuous extension to U . For
a function in Ckb (U) this will not work in general and hence we define Ckb (U)

as the functions from Ckb (U) for which all derivatives have a continuous
extensions to U . Note that with this definition Ckb (U) is still a Banach space
(since Cb(U) is a closed subspace of Cb(U)). Finally, since Hölder continuous
functions on a bounded domain are automatically bounded, we can drop the
subscript b in this situation.

Theorem 7.3. Suppose U ⊂ Rn is bounded. Then C0,γ2(U) ⊆ C0,γ1(U) ⊆
C(U) for 0 < γ1 < γ2 ≤ 1 with the embeddings being compact.

Proof. That we have continuous embeddings follows since |x − y|−γ1 =

|x − y|−γ2+(γ2−γ1) ≤ (2r)γ2−γ1 |x − y|−γ2 if U ⊆ Br(0). Moreover, that
the embedding C0,γ1(U) ⊆ C(U) is compact follows from the Arzelà–Ascoli
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theorem (Theorem B.40 from [25]). To see the remaining claim let fm be a
bounded sequence in C0,γ2(U), explicitly ∥fm∥∞ ≤ C and [fm]γ2 ≤ C. Hence
by the Arzelà–Ascoli theorem we can assume that fm converges uniformly to
some f ∈ C(U). Moreover, taking the limit in |fm(x)− fm(y)| ≤ C|x− y|γ2
we see that we even have f ∈ C0,γ2(U). To see that f is the limit of fm in
C0,γ1(U) we need to show [gm]γ1 → 0, where gm := fm − f . Now observe
that

[gm]γ1 ≤ sup
x ̸=y∈U :|x−y|≥ε

|gm(x)− gm(y)|
|x− y|γ1

+ sup
x ̸=y∈U :|x−y|<ε

|gm(x)− gm(y)|
|x− y|γ1

≤ 2∥gm∥∞ε−γ1 + [gm]γ2ε
γ2−γ1 ≤ 2∥gm∥∞ε−γ1 + 2Cεγ2−γ1 ,

implying lim supm→∞[gm]γ1 ≤ 2Cεγ2−γ1 and since ε > 0 is arbitrary this
establishes the claim. □

As pointed out in the example before, the embedding C1
b (U) ⊆ C0,1

b (U)
is continuous and combining this with the previous result immediately gives

Corollary 7.4. Suppose U ⊂ Rn is bounded, k1, k2 ∈ N0, and 0 ≤ γ1, γ2 ≤ 1.
Then Ck2,γ2(U) ⊆ Ck1,γ1(U) for k1+ γ1 ≤ k2+ γ2 with the embeddings being
compact if the inequality is strict.

Note that in all the above spaces we could replace complex-valued by
Cn-valued functions.

Problem 7.1. Show

Ck0 (U) = C∞
c (U) = {f ∈ Ckb (U)|∂αf ∈ C0(U), 0 ≤ |α| ≤ k}.

(Hint: Use mollification and observe that derivatives come for free from
Lemma 3.20.)

Problem 7.2. Let U ⊆ Rn be open. Suppose f : U → C is Hölder continuous
with exponent γ > 1. Show that f is constant on every connected component
of U .

Problem* 7.3. Suppose X is a vector space and ∥.∥j, 1 ≤ j ≤ m, is a finite
family of seminorms. Show that ∥x∥ :=

∑m
j=1 ∥x∥j is a seminorm. It is a

norm if and only if ∥x∥j = 0 for all j implies x = 0.

Problem* 7.4. Let U ⊆ Rn. Show that Cb(U) is a Banach space when
equipped with the sup norm. Show that Cc(U) = C0(U). (Hint: The function
mε(z) = sign(z)max(0, |z| − ε) ∈ C(C) might be useful.)

Problem 7.5. Let U ⊆ Rn. Show that the product of two bounded Hölder
continuous functions is again Hölder continuous with

[fg]γ ≤ ∥f∥∞[g]γ + [f ]γ∥g∥∞.
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Problem 7.6. Let ϕ ∈ L1(Rn) and f ∈ C0,γ
b (Rn). Show

[ϕ ∗ f ]γ ≤ ∥ϕ∥1[f ]γ .

7.2. Basic properties

Throughout this chapter U ⊆ Rn will be nonempty and open and we will
use the notation V ⊂⊂ U if V is a relatively compact set with V ⊂ U .

Our aim is to extend the Lebesgue spaces to include derivatives. To
this end, for a locally integrable function f ∈ L1

loc(U), a locally integrable
function h ∈ L1

loc(U) satisfying∫
U
φ(x)h(x)dnx = (−1)|α|

∫
U
(∂αφ)(x)f(x)d

nx, ∀φ ∈ C∞
c (U), (7.9)

is called the weak derivative or the derivative in the sense of distributions of
f . Note that by Lemma 3.23 such a function is unique if it exists. Moreover,
if f ∈ Ck(U) then integration by parts (2.67) shows that the weak derivative
coincides with the usual derivative. Also note that the order in which the
partial derivatives are taken is irrelevant for φ (by the classical theorem
of Schwarz) and hence the same is true for weak derivatives. This is no
contradiction to the classical counterexamples for the theorem of Schwarz
since weak derivatives are only defined up to equivalence a.e.
Example 7.4. Consider f(x) := x2 sin( π

x2
) on U := (−1, 1) (here f(0) := 0).

Then it is straightforward to verify that

f ′(x) =

{
2x sin( π

x2
)− 2π

x cos( π
x2
), x ̸= 0,

0, x = 0,

that is, f is everywhere differentiable on U . Of course f is weakly differ-
entiable on (−1, 0) as well as on (0, 1) implying that the weak derivative of
f on U must equal f ′ (consider test functions φ supported away from 0).
However, one can check that f ′ is not integrable (Problem 7.8) and hence f
is not weakly differentiable. ⋄
Example 7.5. Consider U := R. If f(x) := |x|, then ∂f(x) = sign(x) as a
weak derivative. If we try to take a second derivative we are lead to∫

R
φ(x)h(x)dx = −

∫
R
φ′(x) sign(x)dx = 2φ(0)

and it is easy to see that no locally integrable function can satisfy this re-
quirement. ⋄
Example 7.6. In fact, in one dimension the class of weakly differentiable
functions can be identified with the class of antiderivatives of integrable
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functions, that is, the class of absolutely continuous functions

AC[a, b] := {f(x) = f(a) +

∫ x

a
h(y)dy|h ∈ L1(a, b)},

where a < b are some real numbers. It is easy to see that every absolutely
continuous function is in particular continuous, AC[a, b] ⊂ C[a, b]. Moreover,
using Lebesgue’s differentiation theorem one can show that an absolutely
continuous function is differentiable a.e. with f ′(x) = h(x) (and hence h is
uniquely defined a.e.). We refer to Section 4.4 for further details.

If f, g ∈ AC[a, b], we have the integration by parts formula (4.43), which
shows that every absolutely continuous function has a weak derivative which
equals the a.e. derivative. In fact, with a little more effort one can show
(Problem 7.10) that the converse is also true, that is, W 1,1(a, b) = AC[a, b]
and W 1,p(a, b) = {f ∈ AC[a, b]|f ′ ∈ Lp(a, b)}. Consequently W k,1(a, b) =

{f ∈ Ck−1[a, b]|f (k−1) ∈ AC[a, b]} and W k,p(a, b) = {f ∈ Ck−1[a, b]|f (k−1) ∈
AC[a, b], f (k) ∈ Lp(a, b)}. ⋄
Example 7.7. One can verify (Problem 7.11) that f(x) := |x|−γ is weakly
differentiable for γ < n−p

p . Hence in higher dimensions weakly differentiable
functions might not be continuous. ⋄

Now we can define the Sobolev spaceW k,p(U) as the set of all functions
in Lp(U) which have weak derivatives up to order k in Lp(U). Clearly
W k,p(U) is a linear space since f, g ∈ W k,p(U) implies af + bg ∈ W k,p(U)
for a, b ∈ C and ∂α(af + bg) = a∂αf + b∂αg for all |α| ≤ k. Moreover, for
f ∈W k,p(U) we define its norm

∥f∥k,p :=


(∑

|α|≤k ∥∂αf∥
p
p

)1/p
, 1 ≤ p <∞,

max|α|≤k ∥∂αf∥∞, p = ∞.
(7.10)

We will also use the gradient ∇u = (∂1u, . . . , ∂nu) and by ∥∇u∥p we will
always mean ∥|∇u|∥p, where |∇u| denotes the Euclidean norm.

It is easy to check that with this definition W k,p becomes a normed linear
space. Of course for p = 2 we have a corresponding scalar product

⟨f, g⟩Wk,2 :=
∑
|α|≤k

⟨∂αf, ∂αg⟩L2 (7.11)

and one reserves the special notation Hk(U) :=W k,2(U) for this case. Sim-
ilarly we define local versions of these spaces W k,p

loc (U) as the set of all func-
tions in Lploc(U) which have weak derivatives up to order k in Lploc(U).

Theorem 7.5. For each k ∈ N0, 1 ≤ p ≤ ∞ the Sobolev space W k,p(U) is
complete, that is, it is a Banach space. It is separable for 1 ≤ p <∞ as well
as reflexive and uniformly convex for 1 < p <∞.
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Proof. Let fm be a Cauchy sequence in W k,p. Then ∂αfm is a Cauchy
sequence in Lp for every |α| ≤ k. Consequently ∂αfm → fα in Lp. Moreover,
letting m→ ∞ in∫

U
φfαd

nx = lim
m→∞

∫
U
φ(∂αfm)d

nx = lim
m→∞

(−1)|α|
∫
U
(∂αφ)fmd

nx

= (−1)|α|
∫
U
(∂αφ)f0d

nx, φ ∈ C∞
c (U),

shows f0 ∈ W k,p with ∂αf0 = fα for |α| ≤ k. By construction fm → f0 in
W k,p which implies that W k,p is complete.

Concerning the last claim note that W k,p(U) can be regarded as a sub-
space of

⊕
p,|α|≤k L

p(U) which has the claimed properties by Lemma 3.14
and Theorem 3.11 (see also the remark after the proof), Corollary 6.2 (cf.
also Problem 4.30 from [25]). □

As a consequence of the proof we record:

Corollary 7.6. Fix some multi-index α. Let fn ∈ Lp(U) be a sequence such
that ∂αfn ∈ Lp(U) exists. Then fn → f , ∂αfn → g in Lp(U) implies that
∂αf = g exists.

Of course we have the natural embedding W k,p(U) ↪→ Lp(U) and if
V ⊆ U is nonempty and open, then f ∈ W k,p(U) implies f |V ∈ W k,p(V )
(since C∞

c (V ) ⊆ C∞
c (U)). Sometimes it is also useful to look at functions

with values in Cn in which case we define W k,p(U,Cn) as the corresponding
direct sum.

Regarding W k,p(U) as a subspace of
⊕

p,|α|≤k L
p(U) also provides infor-

mation on its dual space. Indeed, if M ⊆ X is a closed subset of a Banach
space X, then every linear functional on X gives rise to a linear functional
on M by restricting its domain. Clearly two functionals give rise to the same
restriction if their difference vanishes on M . Conversely, any functional on
M can be extended to a functional on X by Hahn–Banach and thus any ele-
ment from M∗ arises in this way. Hence we have M∗ = X∗/M⊥, where M⊥

denotes the annihilator of a subspace, that is, the set of all linear functionals
which vanish on the subspace (cf. also Theorem 4.21 from [25]). Concerning
the norm of a functional, note that when extending a functional from M
to X, the norm can only increase. Moreover, the extension obtained from
Hahn–Banach preserves the norm and hence the norm is given by taking the
minimum over all extensions. In a strictly convex space the functional where
the norm is attained is even unique (cf. Problem 6.39 from [25]). Applied to
W k,p(U) this gives

W k,p(U)∗ =

(⊕
q,|α|≤k

Lp(U)∗
)
/W k,p(U)⊥,

1

p
+

1

q
= 1, (7.12)
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and for 1 ≤ p <∞, such that Lp(U)∗ = Lq(U), we even get:

Lemma 7.7. For 1 ≤ p < ∞, every linear functional ℓ ∈ W k,p(U)∗ can be
represented as

ℓ(f) =
∑
|α|≤k

∫
U
gα(x)(∂αf)(x)d

nx, (7.13)

with some functions gα ∈ Lq(U), |α| ≤ k. Moreover,

∥ℓ∥ = min{∥g∥⊕
q,|α|≤k L

q(U)|gα as in (7.13)}, (7.14)

where the minimizer is unique if 1 < p <∞.

In the case p = 2 the Riesz1 representation theorem (for the dual of a
Hilbert space; Theorem 2.10 from [25]) tells us that the unique minimizer is
given by some g ∈ Hk(U) such that gα = ∂αg. As another consequence note
that a sequence converges weakly in W k,p(U) if and only if all derivatives
converge weakly in Lp(U).
Example 7.8. Consider W 1,p(0, 1), then functions in this space are abso-
lutely continuous and one can consider the linear functional

ℓx0(f) := f(x0)

for given x0 ∈ [0, 1]. Defining

gx0(x) :=
1

sinh(1)

{
cosh(1− x0) cosh(x), x ≤ x0,

cosh(1− x) cosh(x0), x ≥ x0,

one verifies

ℓx0(f) =

∫ 1

0
gx0(x)f(x)dx+

∫ 1

0
g′x0(x)f

′(x)dx.

This representation is however not unique! To this end, note that for any
h ∈W 1,q

0 [0, 1]

ℓ(f) =

∫ 1

0
h′(x)f(x)dx+

∫ 1

0
h(x)f ′(x)dx = h(1)f(1)− h(0)f(0) = 0

represents the zero functional. In fact, any representation of the zero func-
tional is of this form (show this).

Moreover, note that

|f(x0)| ≤ ∥gx0∥W 1,q∥f∥W 1,p .

Since we have ∥gx0∥∞ = gx0(x0), which attains its maximum at the boundary
points, we infer

∥f∥∞ ≤ coth(1)∥f∥W 1,p .

1Frigyes Riesz (1880–1956), Hungarian mathematician

http://en.wikipedia.org/wiki/Frigyes Riesz
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In particular, we have a continuous embedding W 1,p(0, 1) ↪→ C[0, 1]. More-
over, for 1 < p ≤ ∞, there is even a continuous embedding into the space of
Hölder continuous functionsW 1,p(0, 1) ↪→ C0,γ [0, 1] with exponent γ := 1− 1

p

(Problem 4.32). ⋄

Since functions from W k,p might not even be continuous, it will be con-
venient to know that they still can be well approximated by nice functions.
To this end we next show that smooth functions are dense in W k,p. A first
naive approach would be to extend f ∈ W k,p(U) to all of Rn by setting it
0 outside U and consider fε := ϕε ∗ f , where ϕ is the standard Friedrichs2’
mollifier. The problem with this approach is that we generically create a
nondifferentiable singularity at the boundary and hence this only works as
long as we stay away from the boundary.

Lemma 7.8 (Friedrichs). Let f ∈W k,p(U) and set fε := ϕε ∗ f , where ϕ is
the standard mollifier. Then for every ε0 > 0 we have fε → f in W k,p(Uε0)
if 1 ≤ p < ∞, where Uε := {x ∈ U | dist(x,Rn \ U) > ε}. If p = ∞ we have
∂αfε → ∂αf a.e. for all |α| ≤ k.

Proof. Just observe that all derivatives converge in Lp for 1 ≤ p <∞ since
∂αfε = (∂αϕε) ∗ f = ϕε ∗ (∂αf). Here the first equality is Lemma 3.20 (ii)
and the second equality only holds (by definition of the weak derivative) on
Uε since in this case supp(ϕε(x− .)) = Bε(x) ⊆ U . So if we fix ε0 > 0, then
fε → f in W k,p(Uε0). In the case p = ∞ the claim follows since L∞

loc ⊆ L1
loc

after passing to a subsequence. That selecting a subsequence is superfluous
follows from Problem 3.32. □

Note that, by Lemma 7.15, if f ∈W k,∞(U) then ∂αf is locally Lipschitz3

continuous for all |α| ≤ k − 1. Hence ∂αfε → ∂αf locally uniformly for all
|α| ≤ k − 1.

So in particular, we get convergence inW k,p(U) if f has compact support.
To adapt this approach to work on all of U we will use a partition of unity.

Theorem 7.9 (Meyers4–Serrin5). Let U ⊆ Rn be open and 1 ≤ p < ∞.
Then C∞(U) ∩W k,p(U) is dense in W k,p(U).

Proof. The idea is to use a partition of unity to decompose f into pieces
which are supported on layers close to the boundary and decrease the molli-
fication parameter ε as we get closer to the boundary. To this end we start
with the sets Uj := {x ∈ U | dist(x,Rn \ U) > 1

j } and we set Uj := ∅ for

2Kurt Otto Friedrichs (1901–1982), German American mathematician
3Rudolf Lipschitz (1832–1903), German mathematician
4Norman George Meyers (*1930), American mathematician
5James Serrin (1926–2012), American mathematician

http://en.wikipedia.org/wiki/Kurt Otto Friedrichs
http://en.wikipedia.org/wiki/Rudolf Lipschitz
http://en.wikipedia.org/wiki/James Serrin
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j ≤ 0. Now consider ζ̃j := ϕεj ∗ χVj , where Vj := Uj+1 \ Uj−1 and εj chosen
sufficiently small such that supp(ζ̃j) ⊂ Uj+2 \ Uj−2. Since the sets Vj cover
U , the function ζ̃ :=

∑
j ζ̃j is positive on U and since for x ∈ Vk only terms

with |j − k| ≤ 2 contribute, we also have ζ̃ ∈ C∞(U). Hence considering
ζj := ζ̃j/ζ̃ ∈ C∞

c (U) we have
∑

j ζj = 1.

Now let f ∈ W k,p(U) be given and fix δ > 0. By the previous lemma
we can choose εi > 0 sufficiently small such that fj := ϕεj ∗ (ζjf) has still
support inside Uj+2 \ Uj−2 and satisfies

∥fj − ζjf∥Wk,p ≤ δ

2j+1
.

Then fδ =
∑

j fj ∈ C∞(U) since again only terms with |j−k| ≤ 2 contribute.
Moreover, for every set V ⊂⊂ U we have

∥fδ − f∥Wk,p(V ) = ∥
∑
j

(fj − ζjf)∥Wk,p(V ) ≤
∑
j

∥fj − ζjf∥Wk,p(V ) ≤ δ

and letting V ↗ U we get fδ ∈W k,p(U) as well as ∥fδ − f∥Wk,p(U) ≤ δ. □

Historically this theorem had a significant impact since it showed that
the two competing ways of defining Sobolev spaces, namely as the set of
functions which have weak derivatives in Lp on one side and the closure of
smooth functions with respect to the W k,p norm on the other side, actually
agree.
Example 7.9. The example f(x) := |x| ∈W 1,∞(−1, 1) shows that the the-
orem fails in the case p = ∞ since f ′(x) = sign(x) cannot be approximated
uniformly by smooth functions. ⋄

For Lp we know that smooth functions with compact support are dense.
This is no longer true in general for W k,p since convergence of derivatives
enforces that the vanishing of boundary values is preserved in the limit.
However, making this precise requires some additional effort. So for now we
will just give the closure of C∞

c (U) in W k,p(U) a special name W k,p
0 (U) as

well as Hk
0 (U) :=W k,2

0 (U). It is easy to see that Ckc (U) ⊆W k,p
0 (U) for every

1 ≤ p ≤ ∞ and W k,p
c (U) ⊆ W k,p

0 (U) for every 1 ≤ p < ∞ (mollify to get
a sequence in C∞

c (U) which converges in W k,p(U)). In the case p = ∞ we
have W k,∞

0 (U) ⊆ Ck0 (U) (with equality for nice domains, see Problem 7.23).
Moreover, note

Lemma 7.10. We have W k,p
0 (Rn) =W k,p(Rn) for 1 ≤ p <∞.

Proof. We choose some cutoff function ζm ∈ C∞
c (Rn), such that ζm(x) = 1

for |x| ≤ m, ζm(x) = 0 for |x| ≥ m + 1, and ∥∂αζm∥∞ ≤ Cα. For example,
choose a function h ∈ C∞(R) such h(x) = 1 for x ≤ 0, h(x) = 0 for x ≥ 1
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and let ζm(x) := h(|x| − m). Now note that for f ∈ Lp(Rn) dominated
convergence implies ζmf → f in Lp and (∂αζm)f → 0 in Lp for |α| ≥ 1.

Fix f ∈ W k,p(Rn) and consider fm := fζm ∈ W k,p
c (Rn). Then using

Leibniz rule we see that ∂αfm → ∂αf in Lp(Rn) for |α| ≤ k and hence fm → f

in W k,p(Rn). Thus W k,p
c (Rn) is dense in W k,p(Rn) and by mollification

C∞
c (Rn) is dense in W k,p(Rn). □

Next we collect some basic properties of weak derivatives.

Lemma 7.11. Let U ⊆ Rn be open and 1 ≤ p ≤ ∞.

(i) The operator ∂α :W k,p(U) →W k−|α|,p(U) is a bounded linear map
and ∂β∂αf = ∂α∂βf = ∂α+βf for f ∈ W k,p and all multi-indices
α, β with |α|+ |β| ≤ k.

(ii) We have∫
U
g(∂αf)d

nx = (−1)|α|
∫
U
(∂αg)fd

nx, g ∈W k,q
0 (U), f ∈W k,p(U),

(7.15)
for all |α| ≤ k, 1

p +
1
q = 1.

(iii) Suppose f ∈W 1,p(U) and g ∈W 1,q(U) with 1
r := 1

p +
1
q ≤ 1. Then

f · g ∈W 1,r(U) and we have the product rule

∂j(f · g) = (∂jf)g + f(∂jg), 1 ≤ j ≤ n. (7.16)

The same claim holds with q = p = r if f ∈W 1,p(U) ∩ L∞(U).
(iv) Suppose η ∈ C1(Rm) has bounded derivatives and satisfies η(0) =

0 if |U | = ∞. Then the map f 7→ η ◦ f is a continuous map
W 1,p(U,Rm) →W 1,p(U) and we have the chain rule ∂j(η ◦ f) =∑

k(∂kη)(f)∂jfk. If η(0) = 0, then composition with η will also
map W 1,p

0 (U,Rm) →W 1,p
0 (U).

(v) Let ψ : U → V be a C1 diffeomorphism such that both ψ and ψ−1

have bounded derivatives. Then we have a bijective bounded linear
map W 1,p(V ) →W 1,p(U), f 7→ f ◦ ψ and we have the change of
variables formula ∂j(f ◦ ψ) =

∑
k(∂kf)(ψ)∂jψk.

(vi) Let U be connected and suppose f ∈W 1,p(U) satisfies ∂jf = 0 for
1 ≤ j ≤ n. Then f is constant.

Proof. (i) Problem 7.13.

(ii) Take limits in (7.9) using Hölder’s inequality. If g ∈ W k,q
c (U) only

the case q = ∞ is of interest which follows from dominated convergence.
(iii) First of all note that if ϕ, φ ∈ C∞

c (U), then ϕφ ∈ C∞
c (U) and hence

using the ordinary product rule for smooth functions and rearranging (7.9)
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with φ→ ϕφ shows ϕf ∈W 1,p
c (U). Hence (7.15) with g → gφ ∈W 1,q

c shows∫
U
gf(∂jφ)d

nx = −
∫
U

(
(∂jf)g + f(∂jg)

)
φdnx,

that is, the weak derivatives of f · g are given by the product rule and that
they are in Lr(U) follows from the generalized Hölder inequality (3.19).

(iv) Since the claim is trivially true for constant η, we can subtract η(0)
and can assume η(0) = 0 without loss of generality. Moreover, by assumption
|∇η| ≤ L and hence we have |η(x) − η(y)| ≤ L|x − y| by the mean value
theorem. Hence we see ∥η ◦ f − η ◦ g∥p ≤ L∥f − g∥p which shows that
composition with η is a continuous map Lp(U,Rn) → Lp(U). Also note that
the proposed derivative will be in Lp(U) provided f ∈W 1,p(U,Rn).

Now suppose fn → f in W 1,p(U,Rm) for some V ⊂ U . Then

∥(∇η)(f) · ∂jf − (∇η)(fn) · ∂jfn∥Lp ≤ L∥∂jf − ∂jfn∥Lp

+ ∥((∇η)(f)− (∇η)(fn)) · ∂jf∥Lp ,

where the first norm tends to zero by assumption and the second by dom-
inated convergence after passing to a subsequence which converges a.e. at
least for 1 ≤ p < ∞. In the case p = ∞ this holds since ∇η is uniformly
continuous on bounded sets.

Now for p < ∞ we can choose fn to be smooth (by Theorem 7.9). In
this case the derivative of η ◦ fn can be computed using the chain rule and
the above argument shows that this formula remains true in the limit, that
is, the proposed derivative is indeed the weak derivative. Since W 1,∞(U) ⊂
W 1,1
loc (U) this also covers the case p = ∞ by restricting to bounded sets.

Finally, the above argument also shows that if fn → f in W 1,p(U,Rn)
then every subsequence fnj has another subsequence fmj for which η◦fmj →
η ◦ f in W 1,p(U). This implies that η ◦ fn → η ◦ f .

For the last claim observe that composition with η maps C1
c (U,Rn) ⊂

W 1,p
0 (U,Rn) → C1

c (U) ⊂W 1,p
0 (U) and hence the claim follows by density of

these subspaces.
(v) If Jψ denotes the Jacobi determinant, then using |Jψ| ≥ C the change

of variables formula implies∫
U
|f ◦ ψ|pdnx ≤ 1

C

∫
U
|f ◦ ψ|p|Jψ|dnx =

1

C

∫
V
|f |pdny,

which shows that composition with ψ is a homeomorphism between Lp(U)
and Lp(V ) for 1 ≤ p < ∞. In the case p = ∞ we have ∥f ◦ ψ∥∞ = ∥f∥∞
and the claim is also true. To compute the weak derivative recall Lp ⊂ L1

loc.
Now let ϕε be the standard mollifier and consider fε := ϕε ∗ f . Then, using
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this fact, one computes∫
U
(f ◦ ψ)∂jφdnx = lim

ε↓0

∫
U
(fε ◦ ψ)(∂jφ)dnx

= lim
ε↓0

∫
U

∑
k

((∂kfε) ◦ ψ)(∂jψk)φdnx

=

∫
U

∑
k

((∂kf) ◦ ψ)(∂jψk)φdnx.

This establishes the claim.
(vi) This is just a reformulation of Lemma 3.24. □

Of course item (iv) can be applied to complex-valued functions upon
observing that taking real and imaginary parts is a bounded (real) linear
map W 1,p(U) → W 1,p(U,R2), f 7→ (Re(f), Im(f)). However, the important
case of taking absolute values is not covered by (iv).

Lemma 7.12. For f ∈W 1,p(U), 1 ≤ p ≤ ∞, we have |f | ∈W 1,p(U) with

∂j |f |(x) =

{
Re(f(x))
|f(x)| ∂jRe(f(x)) +

Im(f(x))
|f(x)| ∂jIm(f(x)), f(x) ̸= 0,

0, f(x) = 0.
(7.17)

In particular,
∣∣∂j |f |(x)∣∣ ≤ |∂jf(x)|. For 1 ≤ p < ∞ this map is continuous

on W 1,p(U).
Furthermore, if f is real-valued we also have f± := max(0,±f) ∈W 1,p(U)

with

∂jf±(x) =

{
±∂jf(x), ±f(x) > 0,

0, else,
∂j |f |(x) =


∂jf(x), f(x) > 0,

−∂jf(x), f(x) < 0,

0, else.

Moreover, if f ∈W 1,p
0 (U), then |f | ∈W 1,p

0 (U) for 1 ≤ p <∞.

Proof. In order to reduce it to (iv) from the previous lemma we will take
f1 := Re(f), f2 := Im(f) and approximate the absolute value of f by
ηε(f1, f2) with ηε(x, y) =

√
x2 + y2 + ε2 − ε.

We start by noting that ∥∇ηε∥∞ ≤ 1 and hence we can apply the chain
rule (Lemma 7.11 (iv)) with ηε to see∫
U
φ(x)

f1(x)∂jf1(x) + f2(x)∂jf2(x))√
|f(x)|2 + ε2

dnx = −
∫
U
∂jφ(x)ηε(f1(x), f2(x))d

nx

Letting ε→ 0 (using dominated convergence) shows∫
U
φ(x)

f1(x)∂jf1(x) + f2(x)∂jf2(x))

|f(x)|
dnx = −

∫
U
∂jφ(x)|f(x)|dnx
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(with the expression for the derivative understood as being 0 if f(x) = 0)
and establishes the first part. The estimate for the derivative follows from
Re(z1)Re(z2) + Im(z1)Im(z2) = |z1||z2| cos(arg(z2/z1)) for z1, z2 ∈ C.

The second part follows from f±(x) = |f(x)|±f(x)
2 and linearity of the

weak derivative.
Moreover, using ∇f = ∇f+ − ∇f− shows that ∇f = 0 for a.e. x with

f(x) = 0. Hence if we have a sequence fn → f in W 1,p(U) we can choose a
subsequence such that both f and ∇f converge pointwise a.e. Then, by the
above formulas and the preceding remark, the same is true for |f | and ∇|f |.
Thus dominated convergence shows |fn| → |f | in W 1,p(U) for 1 ≤ p <∞.

The claim for f ∈ W 1,p
0 (U) follows since if f ∈ W 1,p

c (U) then |f | ∈
W 1,p
c (U) and the claim follows by density. □

As byproduct of the proof we note:

Corollary 7.13. For every m ∈ R and every f ∈W 1,p(U) we have ∇f = 0
for a.e. x with f(x) = m.

Of course this implies that item (iv) from Lemma 7.11 continues to hold
if η is only piecewise C1 with bounded derivative. To see this observe that by
linearity it suffices to consider the case where η has only one kink. But then
η can be written as the sum of a C1 function and a multiple of a translated
absolute value.
Example 7.10. The example fε(x) := x − ε ∈ W 1,∞(−1, 1) shows that
taking absolute values is not continuous in W 1,∞(−1, 1) since |fε|′(x) =
sign(x− ε) does not converge uniformly to |f0|′(x) = sign(x). ⋄

Finally we look at situations where it is not a priori known that the
function has a weak derivative. We will offer two variants. The first variant
(ii) shows that an estimate on Taf−f is sufficient, where Taf(x) := f(x−a)
is the translation operator from (3.21). Note that the estimate (ii) below
should be thought of as an estimate for the difference quotient

Dε
jf :=

Tεδjf − f

−ε
(7.18)

in the direction of the j’th coordinate axis. Our second variant employs
duality and requires that the integral in (iii) below gives rise to a bounded
functional. Both characterizations fail in the case p = 1.

Lemma 7.14. For f ∈ Lp(U) consider

(i) f ∈W 1,p(U) with ∥∇f∥p ≤ C.
(ii) There exists a constant C such that

∥Taf − f∥Lp(V ) ≤ C|a| (7.19)
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for every V ⊂⊂ U and all a ∈ Rn with |a| < dist(V, ∂U).
(iii) There exists a constant C with∣∣∣∣∫

U
f
(
∇φ
)
dnx

∣∣∣∣ ≤ C∥φ∥p′ , φ ∈ C∞
c (U), (7.20)

where p′ is the dual index, 1
p +

1
p′ = 1.

Then we have (i) ⇒ (ii) ⇔ (iii) for 1 ≤ p ≤ ∞ and (i) ⇔ (ii) ⇔ (iii) for
1 < p ≤ ∞.

Proof. (i) ⇒ (ii): By Theorem 7.9 we can assume that f is smooth without
loss of generality and hence

|f(x− a)− f(x)| ≤ |a|
∫ 1

0
|∇f(x− t a)|dt

from which the case p = ∞ is immediate. In the case 1 ≤ p <∞ we integrate
this inequality over V and employ Jensen’s inequality to obtain

∥Taf − f∥pLp(V ) ≤ |a|p
∫
V

∣∣∣∣∫ 1

0
|∇f(x− t a)|dt

∣∣∣∣p dnx
≤ |a|p

∫
V

∫ 1

0
|∇f(x− t a)|pdt dnx

≤ |a|p
∫ 1

0

∫
V
|∇f(x− t a)|pdnx dt ≤ |a|p∥∇f∥pLp(U).

(ii) ⇒ (iii): Fix φ and choose some V ⊂⊂ U with supp(φ) ⊂ V . Using∫
U
(Taf − f)φdnx =

∫
U
f (T−aφ− φ)dnx

for |a| < dist(V, ∂U) we obtain from (ii)∣∣∣∣∫
U
f (T−aφ− φ)dnx

∣∣∣∣ = ∣∣∣∣∫
V
(Taf − f)φdnx

∣∣∣∣ ≤ C|a|∥φ∥p′ .

Choosing a = εδj and taking ε→ 0 we get∣∣∣∣∫
U
f (∂jφ)d

nx

∣∣∣∣ ≤ C∥φ∥p′ ,

which implies (iii) with C replaced by
√
nC.

(iii) ⇒ (i) for p ̸= 1: Item (iii) implies that ℓj(φ) :=
∫
U f
(
∂jφ

)
dnx is a

densely defined bounded linear functional on Lp′(U). Hence by Theorem 6.1
there is some gj ∈ Lp(U) (with ∥gj∥p ≤ C) such that ℓj(φ) = −

∫
U gjφd

nx,
that is ∂jf = gj .

This establishes the lemma in the case p ̸= 1. The direction (iii) ⇒ (ii)
without the assumption p ̸= 1 is left as an exercise (Problem 7.18). □



196 7. Sobolev spaces

Example 7.11. Consider f(x) = sign(x) on U = R. We already know from
Example 7.5 that f does not have a weak derivative. However, items (ii) and
(iii) hold with C = 2.

The problem in the case p = 1 is that, by the Riesz–Markov representa-
tion theorem (Theorem 6.10), every bounded linear functional on C0(U) is
given by a complex measure. Hence in this case the weak derivatives of f
are in general complex measures rather than functions, that is, there exist
Borel measures µj such that∫

U
f
(
∂jφ

)
dnx = −

∫
U
φdµj(x).

The optimal constant in (iii)

VU (f) := sup
φ∈C∞

c (U),∥φ∥∞≤1

∣∣∣∣∫
U
f
(
∇φ
)
dnx

∣∣∣∣ (7.21)

is known as the total variation of f . It is a semi-norm since VU (f) = 0
if and only if f is constant on every connected component by Lemma 3.24.
Accordingly the class of functions satisfying (ii) or (iii),

BV (U) := {f ∈ L1(U)|VU (f) <∞}, (7.22)

is known as the functions of bounded variation. In terms of the measures
µj it is given by

VU (f)
2 =

n∑
j=1

|µj |(U)2.

⋄

In the case p = ∞ we can also characterize W 1,∞ as follows:

Lemma 7.15. We have C0,1
b (U) ⊆W 1,∞(U) with the embedding being con-

tinuous. Conversely, if U is convex then we have equality and the embedding
is a homeomorphism.

Proof. If f ∈ C0,1
b (U), then Lemma 7.14 implies f ∈W 1,∞ with ∥∇f∥∞ ≤

[f ]1.
Conversely, let f ∈ W 1,∞(U) and fε = ϕε ∗ f with ϕ the standard

mollifier. Then by the mean value theorem

|fε(x)− fε(y)| ≤ ∥∇fε∥∞|x− y| ≤ ∥∇f∥∞|x− y|,

where the last inequality holds for ε sufficiently small. In fact, note that
for ε < dist(x, ∂U) we have ∂jfε(x) = (ϕε ∗ ∂jf)(x) and the claim follows
from Young’s inequality (3.25). Now if x, y are Lebesgue points of f (cf.
Lemma 3.21), then we can take the limit ε→ 0 to conclude

|f(x)− f(y)| ≤ ∥∇f∥∞|x− y| a.e. x, y ∈ U.



7.2. Basic properties 197

In particular, f is uniformly continuous on a dense subset and hence has a
(Lipschitz) continuous extension to all of U . □

Problem 7.7. Consider f(x) :=
√
x, U := (0, 1). Compute the weak deriv-

ative. For which p is f ∈W 1,p(U)?

Problem 7.8. Show that the derivative of the function from Example 7.4 is
not integrable.

Problem 7.9. Consider the Hilbert space H1(0, 1). Compute the orthogonal
complement of the following subspaces:
a) H1

0 (0, 1) b) {f ∈ H1(0, 1)|
∫ 1
0 f(x)dx = 0}

Problem* 7.10. Show that f is weakly differentiable in the interval (a, b)
if and only if f(x) = f(c) +

∫ x
c h(t)dt is absolutely continuous and f ′ = h in

this case. (Hint: Lemma 7.11 (vi).)

Problem* 7.11. Consider U := B1(0) ⊂ Rn and f(x) = f̃(|x|) with f̃ ∈
C1(0, 1]. Then f ∈W 1,p

loc (B1(0) \ {0}) and

∂jf(x) = f̃ ′(|x|) xj
|x|
.

Show that if lim supr→0 r
n−1|f̃(r)| < ∞, then f ∈ W 1,p(B1(0)) if and only

if f̃ , f̃ ′ ∈ Lp((0, 1), rn−1dr).
Conclude that for f(x) := |x|−γ, γ > 0, we have f ∈W 1,p(B1(0)) with

∂jf(x) = − γxj
|x|γ+2

provided γ < n−p
p . (Hint: Use integration by parts on a domain which ex-

cludes Bε(0) and let ε→ 0.)

Problem* 7.12. Show that for φ ∈ C∞
c (Rn) we have

φ(0) = − 1

Sn

∫
Rn

x

|x|n
· ∇φ(x)dnx.

Hence this weak derivative cannot be interpreted as a function. (Hint: Start
with φ(0) = −

∫∞
0

(
d
drφ(rω)

)
dr = −

∫∞
0 ∇φ(rω) · ω dr and integrate with

respect to ω over the unit sphere Sn−1; cf. Lemma 2.18.)

Problem* 7.13. Show Lemma 7.11 (i).

Problem* 7.14. Suppose f ∈ W k,p(U) and h ∈ Ckb (U). Then h · f ∈
W k,p(U) and we have Leibniz’ rule

∂α(h · f) =
∑
β≤α

(
α

β

)
(∂βh)(∂α−βf), (7.23)

where
(
α
β

)
:= α!

β!(α−β)! , α! :=
∏m
j=1(αj !), and β ≤ α means βj ≤ αj for

1 ≤ j ≤ m.
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Problem 7.15. Let ψ : U → V be a Ck diffeomorphism such that all deriva-
tives of both ψ and ψ−1 are bounded. Then we have a bijective bounded liner
map W k,p(V ) →W k,p(U), f 7→ f ◦ ψ.

Problem 7.16. Suppose for each x ∈ U there is an open neighborhood
V (x) ⊆ U such that f ∈ W k,p(V (x)). Then f ∈ W k,p

loc (U). Moreover, if
∥f∥Wk,p(V ) ≤ C for every V ⊂⊂ U , then f ∈W k,p(U).

Problem 7.17. Suppose 1 < p ≤ ∞. Show that if fn ∈ W 1,p(U) is a
sequence such that fn → f in Lp and ∥∇fn∥p ≤ C, then f ∈ W 1,p(U).
(Hint: Since Lp(U) is the dual of the separable Banach space Lp′(U) with
1
p+

1
p′ = 1, we can extract a weak-∗ convergent subsequence from any bounded

sequence (Lemma 4.36 from [25]).)

Problem 7.18. Establish the direction (iii) ⇒ (ii) in Lemma 7.14 for arbi-
trary 1 ≤ p ≤ ∞. (Hint: Problem 3.38.)

Problem 7.19. Show that W k,p(U)∩W j,q(U) (with 1 ≤ p, q ≤ ∞, j, k ∈ N0)
together with the norm ∥f∥Wk,p∩W j,q := ∥f∥Wk,p+∥f∥W j,q is a Banach space.

Problem 7.20 (Radial Sobolev spaces). Consider B := BR(0) ⊆ Rn

(with the case R = ∞ allowed). Show that the subset W k,p
rad(B) of radial

functions from W k,p(B) is closed.
For a radial function f define f̃ via f(x) = f̃(r), where r = |x|. Show

that if f ∈ W 1,p
rad(B) then f̃ ∈ W 1,p((0, R), rn−1dr) with the embedding being

continuous and the derivative given by

f̃ ′(r) =
n∑
j=1

xj
r
(∂jf)(x), r = |x|.

Here W 1,p((0, R), rn−1dr) is the set of all functions f ∈ AC(0, R) for which
f, f ′ ∈ Lp((0, R), rn−1dr).

7.3. Extension and trace operators

To proceed further we will need to be able to extend a given function beyond
its original domain U . As already pointed out before, simply setting it
equal to zero on Rn \U will in general create a nondifferentiable singularity
along the boundary. Moreover, considering U = (−1, 0) ∪ (0, 1) we have
f(x) := sign(x) ∈W 1,p(U) but it is not possible to extend f to R such that
the extension is in W 1,p(R).

Of course such problems do not arise if f ∈W 1,p
0 (U) since we can simply

extend f to a function on f̄ ∈W 1,p(Rn) by setting f̄(x) = 0 for x ∈ Rn \ U
(Problem 7.21).
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We will say that a domain U ⊆ Rn has the extension property if for
all 1 ≤ p ≤ ∞ there is an extension operator E :W 1,p(U) →W 1,p(Rn) such
that

• E is bounded, i.e., ∥Ef∥W 1,p(Rn) ≤ CU,p∥f∥W 1,p(U) and

• Ef
∣∣
U
= f .

We begin by showing that if the boundary is a hyperplane, we can do the
extension by a simple reflection. To this end consider the reflection x⋆ :=
(x1, . . . , xn−1,−xn) which is an involution on Rn. For a domain U which
is symmetric with respect to reflection, that is, U⋆ = U , write U± := {x ∈
U | ± xn > 0} and a function f defined on U+ can be extended to U− ∪ U+

using

f⋆(x) :=

{
f(x), x ∈ U+,

f(x⋆), x ∈ U−.
(7.24)

Note that f⋆ extends to a continuous function in C(U) provided f ∈ C(U+).

Lemma 7.16. Let U ⊆ Rn be symmetric with respect to reflection and 1 ≤
p ≤ ∞. If f ∈ W 1,p(U+) then the symmetric extension f⋆ ∈ W 1,p(U)

satisfies ∥f⋆∥W 1,p(U) = 21/p∥f∥W 1,p(U+). Moreover,

(∂jf
⋆) =

{
(∂jf)

⋆, 1 ≤ j < n,

sign(xn)(∂nf)
⋆, j = n.

(7.25)

Proof. It suffices to compute the weak derivatives. We start with 1 ≤ j < n
and ∫

U
f⋆∂jφd

nx =

∫
U+

f ∂jφ
#dnx,

where φ#(x) = φ(x) + φ(x⋆). Since φ# is not compactly supported in U+

we use a cutoff function ηε(x) = η(xn/ε), where η ∈ C∞(R, [0, 1]) satisfies
η(r) = 0 for r ≤ 1

2 and η(r) = 1 for r ≥ 1 (e.g., integrate and shift the
standard mollifier to obtain such a function). Then∫

U
f⋆∂jφd

nx = lim
ε→0

∫
U+

f ∂j(ηεφ
#)dnx = − lim

ε→0

∫
U+

(∂jf)ηεφ
#dnx

= −
∫
U+

(∂jf)φ
#dnx = −

∫
U
(∂jf)

⋆φdnx

for 1 ≤ j < n. For j = n we proceed similarly,∫
U
f⋆∂nφd

nx =

∫
U+

f ∂nφ
♯dnx,

where φ♯(x) = φ(x) − φ(x⋆). Note that φ♯(x1, . . . , xn−1, 0) = 0 and hence
|φ♯(x)| ≤ Lxn on U+. Using this last estimate we have |(∂nηε)φ♯| ≤ C and



200 7. Sobolev spaces

hence we obtain as before∫
U
f⋆∂nφd

nx = lim
ε→0

∫
U+

f ∂n(ηεφ
♯)dnx = − lim

ε→0

∫
U+

(∂nf)ηεφ
♯dnx

= −
∫
U+

(∂nf)φ
♯dnx = −

∫
U
sign(xn)(∂nf)

⋆φdnx,

which finishes the proof. □

Corollary 7.17. Rn+ has the extension property. In fact, any rectangle (not
necessarily bounded) Q has the extension property.

Proof. Given a rectangle use the above lemma to extend it along every
hyperplane bounding the rectangle. Finally, use a smooth cut-off function
(e.g. mollify the characteristic function of a slightly larger rectangle). □

While this already covers some interesting domains, note that it fails if
we look for example at the exterior of a rectangle. So our next result shows
(maybe not too surprising), that it is the boundary which will play the crucial
role. To this end we recall that U is said to have a C1 boundary if around
any point x0 ∈ ∂U we can find a C1 diffeomorphism ψ which straightens out
the boundary (cf. Section 2.4). As a preparation we note:

Lemma 7.18. Suppose U has a bounded C1 boundary. Then there is a finite
number of open sets {Uj}mj=0 and corresponding functions ζj ∈ C∞(Rn) with
supp(ζj) ⊂ Uj such that

∑m
j=0 ζj(x) = 1 for all x ∈ U , U0 ⊆ U , {Uj}mj=1

are bounded and cover ∂U , and for each Uj, 1 ≤ j ≤ m, there is a C1

diffeomorphism ψj : Uj → Qj, where Qj is a rectangle which is symmetric
with respect to reflection.

Proof. Since near each x ∈ ∂U we can straighten out the boundary, there is
a corresponding open neighborhood Ux and a C1 diffeomorphism ψx : Ux →
Qx, where Qx is a rectangle which is symmetric with respect to reflection.
Moreover, there is also a corresponding radius r(x) such that B̄r(x)(x) ⊂ Ux.
By compactness of ∂U there are finitely many points {xj}mj=1 such that the
corresponding balls Br(xj)(xj) cover the boundary. Take Uj := Uxj . Choose
nonnegative functions ζ̃j ∈ C∞

c (Uj) such that ζ̃j > 0 on B̄r(xj)(xj) (e.g.
mollify the characteristic function of Br(xj)(xj)). Let V :=

⋃m
j=1Br(xj)(xj)

and U0 := U . Choose a nonnegative function ζ̃0 ∈ C∞(Rn) supported
inside U such that ζ̃0 > 0 on U \ V and a nonnegative function ζ̃m+1 ∈
C∞(Rn) supported on Rn \ U such that ζ̃m+1 > 0 on Rn \ (U ∪ V ) (e.g.
again by mollification of the corresponding characteristic functions). Then
ζ :=

∑m+1
j=0 ζ̃j ∈ C∞(Rn) is positive on Rn and ζj := ζ̃j/ζ are the functions

we are looking for. □
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Now we are ready to show:

Lemma 7.19. Suppose U has a bounded C1 boundary, then U has the ex-
tension property. Moreover, the extension of a continuous function can be
chosen continuous and if U is bounded, the extension can be chosen with
compact support.

Proof. Choose functions ζj as in Lemma 7.18 and split f ∈W 1,p(U) accord-
ing to

∑
j fj , where fj := ζjf . Then f0 can be extended to Rn by setting

it equal to 0 outside U . Moreover, fj can be mapped to Qj,+ using ψj and
extended to Qj using the symmetric extension. Note that this extension
has compact support and so has the pull back f̄j to Uj ; in particular, it
can be extended to Rn by setting it equal to 0 outside Uj . By construc-
tion we have ∥f̄j∥W 1,p(Uj) ≤ Cj∥fj∥W 1,p(Uj) and the product rule implies
∥fj∥W 1,p(Uj) ≤ C̃j∥f∥W 1,p(U). Hence f̄ :=

∑
j f̄j is the required extension.

The last claim follows since the symmetric extension of a continuous
function is continuous. □

As a first application note that by mollifying an extension we see that
we can approximate by functions which are smooth up to the boundary.
Moreover, using a suitable cutoff function we can also assume that the ap-
proximating functions have compact support.

Corollary 7.20. Suppose U has the extension property, then C∞
c (Rn) is

dense in W 1,p(U) for 1 ≤ p <∞.

Proof. Simply mollify an extension. If U is bounded the extension will
have compact support and its mollification will be in C∞

c (Rn). If U is un-
bounded, multiply the mollification with a cutoff function to get a function
from C∞

c (Rn) as in the proof of Lemma 7.10. □

Corollary 7.21. Suppose U has the extension property, then W 1,∞(U) =

C0,1
b (U) with equivalent norms.

Proof. Since U has the extension property, we can extend f to W 1,∞(Rn)
and hence f is Lipschitz continuous by Lemma 7.15. □

Note that it is sometimes also of interest to look at the corresponding
extension problem for W k,p(U) with k ≥ 1. It can be shown that there
is an extension operator E : W k,p(U) → W k,p(Rn) provided the boundary
satisfies a local Lipschitz condition (see Theorem VI.5 in [21] for details).

Next we show that functions in W 1,p have boundary values in Lp. This
might be surprising since a function from W 1,p(U) is only defined almost
everywhere and the boundary ∂U is a set of measure zero. Please recall that
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for U with a C1 boundary there is a corresponding surface measure dS and
by Lp(∂U) we will always understand Lp(∂U, dS).

Theorem 7.22. Suppose U has a bounded C1 boundary, then there exists a
bounded trace operator

T :W 1,p(U) → Lp(∂U) (7.26)

which satisfies Tf = f
∣∣
∂U

for f ∈ C(U) ∩ W 1,p(U). Moreover, we have
|Tf | = T |f | and for real-valued functions also (Tf)± = Tf±.

Proof. In the case p = ∞ functions from W 1,∞(U) are Lipschitz continuous
by Corollary 7.21 and hence continuous up to the boundary. So there is
nothing to do.

Thus we can focus on the case 1 ≤ p <∞. As a preparation we note that
by Corollary 7.20 the set C(U) ∩W 1,p(U) is dense by the previous lemma
and that the Gauss–Green theorem continues to hold for u ∈ C(U,Rn) ∩
W 1,1(U,Rn) if U is bounded. To see this choose u ∈ C(U,Rn)∩W 1,1(U,Rn)
and extend it to a function ū ∈ Cc(Rn,Rn)∩W 1,1(Rn,Rn). Then the Gauss–
Green theorem holds for the mollification uε := ϕε ∗ ū and since we have
uε → u uniformly on U as well as ∂juε → ∂ju in L1(U,Rn) the Gauss–Green
theorem remains true in the limit ε→ 0.

Now take f ∈ C(U) ∩W 1,p(U). As in the proof of Lemma 7.19, using
a partition of unity and straightening out the boundary, we can reduce it
to the case where f ∈ C1

c (Rn) has compact support supp(f) ⊂ Q such that
∂U ∩ supp(f) ⊂ ∂Rn+. Then using the Gauss–Green theorem and assuming
f real-valued without loss of generality we have (cf. Problem 7.22)∫

∂U
|f |pdn−1x = −

∫
Q+

(|f |p)xndnx = −p
∫
Q+

sign(f)|f |p−1(∂nf)d
nx

≤ p∥f∥p−1
p ∥∇f∥p,

where we have used Hölders inequality in the last step. Hence the trace
operator defined on C(U) ∩W 1,p(U) is bounded and since the latter set is
dense, there is a unique extension to all of W 1,p(U).

To see the last claim observe that if fn ∈ C(U) ∩W 1,p(U) → f , then
|fn| ∈ C(U)∩W 1,p(U) → |f | by Lemma 7.12. Hence |Tf | = limn→∞ |Tfn| =
limn→∞ T |fn| = T |f |. □

Of course this result can also be applied to derivatives:

Corollary 7.23. Suppose U has a bounded C1 boundary, then there exists
a bounded trace operator

T :W k,p(U) →W k−1,p(∂U) (7.27)

which satisfies Tf = f
∣∣
∂U

for f ∈ Ck−1(U) ∩W k,p(U).
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As an application we can extend the Gauss–Green theorem and integra-
tion by parts to W 1,p vector fields.

Lemma 7.24. Let U be a bounded C1 domain in Rn and u ∈ W 1,p(U,Rn)
a vector field. Then the Gauss–Green formula (2.65) holds if the boundary
values of u are understood as traces as in the previous theorem. Moreover, the
integration by parts formula (2.67) also holds for f ∈W 1,p(U), g ∈W 1,q(U)
with 1

p +
1
q = 1.

Proof. Since U has the extension property, we can extend u toW 1,p(Rn,Rn).
Consider the mollification uε := ϕε ∗ u and apply the Gauss–Green theorem
to uε. Now let ε → 0 and observe that the left-hand side converges since
∂juε → ∂ju in Lp ⊂ L1. Similarly the right-hand side converges by continu-
ity of the trace operator. The integration by parts formula follows from the
Gauss–Green theorem applied to the product fg and employing the product
rule. □

Finally we identify the kernel of the trace operator.

Lemma 7.25. If U is a bounded C1 domain in Rn, then the kernel of the
trace operator is given by Ker(T ) =W 1,p

0 (U) for 1 ≤ p <∞.

Proof. Clearly W 1,p
0 (U) ⊆ Ker(T ). Conversely it suffices to show that f ∈

Ker(T ) can be approximated by functions from C∞
c (U). Using a partition

of unity as in the proof of Lemma 7.19 we can assume U = Q+, where Q is
a rectangle which is symmetric with respect to reflection. Setting

f̄(x) =

{
f(x), x ∈ Q+,

0, x ∈ Q−,

integration by parts using the previous lemma shows∫
Q
f̄∂jφd

nx =

∫
Q+

f∂jφd
nx = −

∫
Q+

(∂jf)φd
nx, φ ∈ C∞

c (Q),

that f̄ ∈ W 1,p(Q) with ∂j f̄(x) = ∂jf(x) for x ∈ Q+ and ∂j f̄(x) = 0 else.
Now consider fε(x) = (ϕε/2 ∗ f̄)(x − εδn) ∈ C∞

c (Q+) with ϕ the standard
mollifier. This is the required sequence by Lemma 3.21 and Problem 3.19.

□

Problem* 7.21. Show that f ∈ W k,p
0 (U) can be extended to a function

f̄ ∈ W k,p
0 (Rn) by setting it equal to zero outside U . In this case the weak

derivatives of f̄ are obtained by setting the weak derivatives of f equal to zero
outside U .

Problem* 7.22. Suppose γ ≥ 1. Show that f ∈ W 1,p(U) implies |f |γ ∈
W 1,p/γ(U) with ∂j |f |γ = γ|f |γ−1∂j |f |. (Hint: Lemma 7.12.)
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Problem 7.23. Suppose U has a bounded C1 boundary. Show that W 1,∞
0 (U) =

C1
0 (U). (Hint: Use Lemma 7.18 to reduce it to the case of a straight bound-

ary. Near the straight boundary use a cutoff ηε as in the proof of Lemma 7.16.)

Problem 7.24. Let 1 ≤ p < ∞ and U bounded. Show that Tf = f
∣∣
∂U

defined on C(U) ⊆ Lp(U) → Lp(∂U) is unbounded (and hence has no mean-
ingful extension to Lp(U)). (Hint: Take a sequence which equals 1 on the
boundary and converges to 0 in the interior.)

Problem 7.25. Suppose u ∈ H1
0 (B1(0)) satisfies u(x) = −u(x⋆), where

x⋆ := (x1, . . . , xn−1,−xn). Show that u ∈ H1
0 (B1(0) ∩ Rn+), where Rn+ =

{x ∈ Rn|xn > 0}.
Problem 7.26. Consider the punctured ball U := B1(0) \ {0}. Show that
W 1,p

0 (U) =W 1,p
0 (B1(0)) and W 1,p(U) =W 1,p(B1(0)) for p < n.

Problem 7.27. Let 1 ≤ p < ∞ and U bounded. Show that Tf = f
∣∣
∂U

defined on C(U) ⊆ Lp(U) → Lp(∂U) is unbounded (and hence has no mean-
ingful extension to Lp(U)). (Hint: Take a sequence which equals 1 on the
boundary and converges to 0 in the interior.)

Problem 7.28. Show that C0(U)∩W 1,p(U) ⊆W 1,p
0 (U), 1 ≤ p <∞. (Hint:

Of course, if U has a nice boundary, this is immediate using traces. For the
general case use an approximation based on Lemma 7.12.)

7.4. Embedding theorems

We have already seen that functions in W 1,p are not necessarily continuous
(unless n = 1). This raises the question in what sense a function from W 1,p

is better than a function from Lp? For example, is it in Lq for some q other
than p? In this respect it is instructive to look at an example which should
be understood as a benchmark for the results to follow.
Example 7.12. Let U := B1(0) and consider f(x) := |x|−γ . Then by
Problem 7.11

∂jf(x) = −γ xj
|x|

|x|−γ−1,

where the factor |xj |
|x| ≤ 1 is bounded. Hence by Example 2.16 we have

f ∈W 1,p(U) provided γ < n
p − 1. Since we have f ∈ Lq(U) provided γ < n

q

the optimal index for which f ∈ Lp
∗
(U) is p∗ := np

n−p provided n > p. If
n < p, then we have −γ > 1 − n

p > 0 and hence f is continuous. In fact it
will be Hölder continuous of exponent 1− n

p .
Of course we can also take higher derivatives into account. To this end,

using induction, it is straightforward to verify that

∂αf(x) =
Pα(x)

|x||α|
|x|−γ−|α|,
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where Pα is a homogenous polynomial of degree |α|. In particular, note
that the factor Pα(x)|x|−|α| is bounded. Hence the optimal index for which
f ∈ Lp

∗
(U) provided f ∈ W k,p(U) is p∗k := np

n−kp for n > pk. For n < pk

we will have f ∈ Ck−l−1, where l ∈ ⌊np ⌋ with the highest derivative being
Hölder continuous of exponent 1− n

p + l. ⋄

Theorem 7.26 (Gagliardo6–Nirenberg–Sobolev). Suppose 1 ≤ p < n and
U ⊆ Rn is open. Then for any f ∈W 1,p

0 (U) we have

∥f∥p∗ ≤ p(n− 1)

(n− p)

n∏
j=1

∥∂jf∥1/np ≤ p(n− 1)

n(n− p)

n∑
j=1

∥∂jf∥p, (7.28)

where 1
p∗ := 1

p −
1
n . In particular, we have a natural continuous embedding

W 1,p
0 (U) ↪→ Lq(U) for all p ≤ q ≤ p∗.

Proof. It suffices to prove the inequality (7.28) since the rest follows from
interpolation (Problem 3.13). Moreover, by density it suffices to prove the
inequality for f ∈ C∞

c (Rn). In this respect note that, if you have a sequence
fn ∈ C∞

c (U) which converges to some f in W 1,p
0 (U), then by (7.28) this se-

quence will also converge in Lp∗(U) and by considering pointwise convergent
subsequences both limits agree.

We start with the case p = 1 and observe

|f(x)| =
∣∣∣∣∫ x1

−∞
∂1f(r, x̃1)dr

∣∣∣∣ ≤ ∫ ∞

−∞
|∂1f(r, x̃1)|dr,

where we denote by x̃j := (x1, . . . , xj−1, xj+1, . . . , xn) the vector obtained
from x with the j’th component dropped. Denote by f1(x̃1) the right-hand
side of the above inequality and apply the same reasoning to the other co-
ordinate directions to obtain

|f(x)|n ≤
n∏
j=1

fj(x̃j).

Now we claim that if fj ∈ L1(Rn−1), then∥∥∥ n∏
j=1

fj(x̃j)
1

n−1

∥∥∥
L1(Rn)

≤
n∏
j=1

∥fj∥
1

n−1

L1(Rn−1)
.

For n = 2 this is just Fubini and hence we can use induction. To this end
fix the last coordinate xn+1 and apply Hölder’s inequality and the induction

6Emilio Gagliardo (1930–2008), Italian Mathematician

http://en.wikipedia.org/wiki/Emilio Gagliardo
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hypothesis to obtain∫
Rn

n+1∏
j=1

|fj(x̃j)|
1
ndnx ≤ ∥f1/nn+1∥Ln(Rn)

∥∥∥ n∏
j=1

|fj(x̃j)|
1
n

∥∥∥
Ln/(n−1)(Rn)

= ∥fn+1∥1/nL1(Rn)

∥∥∥ n∏
j=1

|fj(x̃j)|
1

n−1

∥∥∥1− 1
n

L1(Rn)
≤ ∥fn+1∥1/nL1(Rn)

n∏
j=1

∥fj(x̃j)∥1/nL1(Rn−1)
.

Now integrate this inequality with respect to the missing variable xn+1 and
use the iterated Hölder inequality (Problem 3.11 with r = 1 and pj = n) to
obtain the claim.

Moreover, applying this to our situation where ∥fj∥L1(Rn−1) = ∥∂jf∥1 we
obtain

∥f∥n/(n−1)
n/(n−1) ≤

n∏
j=1

∥∂jf∥
1

n−1

1

which is precisely (7.28) for the case p = 1 (the second inequality in (7.28)
is just the inequality of arithmetic and geometric means). To see the case of
general p let f ∈ C∞

c (Rn) and apply the case p = 1 to f → |f |γ for γ > 1 to
be determined and recall Problem 7.22. Then(∫

Rn

|f |
γn
n−1dnx

)n−1
n

≤
n∏
j=1

(∫
Rn

∣∣∂j |f |γ∣∣dnx)1/n

(7.29)

= γ
n∏
j=1

(∫
Rn

|f |γ−1|∂jf |dnx
)1/n

≤ γ∥|f |γ−1∥p/(p−1)

n∏
j=1

∥∂jf∥1/np ,

where we have used Hölder in the last step. Now we choose γ := p(n−1)
n−p > 1

such that γn
n−1 = (γ−1)p

p−1 = p∗, which gives the general case. □

Note that a simple scaling argument (Problem 7.30) shows that (7.28)
can only hold for p∗. Furthermore, using an extension operator this result
also extends to W 1,p(U):

Corollary 7.27. Suppose U has the extension property and 1 ≤ p < n, then
there is a continuous embedding W 1,p(U) ↪→ Lq(U) for every p ≤ q ≤ p∗,
where 1

p∗ = 1
p −

1
n .

Proof. Let f̃ = Ef ∈ W 1,p(Rn) be an extension of f ∈ W 1,p(U). Then
∥f∥Lq(U) ≤ ∥f̃∥Lq(Rn) ≤ Cp∥f∥W 1,p(Rn) ≤ CpCU,p∥f∥W 1,p(U), where we have
used W 1,p

0 (Rn) =W 1,p(Rn) (Lemma 7.10). □

Note that involving the extension operator implies that we need the full
W 1,p norm to bound the Lp∗ norm. A constant function shows that indeed
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an inequality involving only the derivatives on the right-hand side cannot
hold on bounded domains (cf. also Theorem 7.38).

In the borderline case p = n one has p∗ = ∞, however, the example in
Problem 7.31 shows that functions in W 1,n can be unbounded if n > 1 (for
n = 1 we have already seen in Example 7.8 that we have a continuous em-
bedding W 1,1(a, b) ↪→ C[a, b]). Nevertheless, we have at least the following
result:

Lemma 7.28. Suppose p = n and U ⊆ Rn is open. Then there is a contin-
uous embedding W 1,n

0 (U) ↪→ Lq(U) for every n ≤ q <∞.

Proof. As before it suffices to establish ∥f∥q ≤ C∥f∥W 1,n for f ∈ C∞
c (Rn).

To this end we employ (7.29) with p = n implying

∥f∥γγn/(n−1) ≤ γ∥f∥γ−1
(γ−1)n/(n−1)

n∏
j=1

∥∂jf∥1/nn ≤ γ

n
∥f∥γ−1

(γ−1)n/(n−1)

n∑
j=1

∥∂jf∥n.

Using Young’s inequality (Problem 7.33), α(γ−1)/γβ1/γ ≤ γ−1
γ α + 1

γβ for
nonnegative numbers α, β ≥ 0, this gives

∥f∥γn/(n−1) ≤ C
(
∥f∥(γ−1)n/(n−1) +

n∑
j=1

∥∂jf∥n
)
.

Now choosing γ = n we get ∥f∥n2/(n−1) ≤ C∥f∥W 1,n and by interpolation
(Problem 3.13) the claim holds for q ∈ [n, n n

n−1 ]. So we can choose γ = n+1

to get the claim for q ∈ [n, (n + 1) n
n−1 ] and iterating this procedure finally

gives the claim for q ∈ [n, (n+ k) n
n−1 ], which establishes the result. □

Corollary 7.29. Suppose U has the extension property and p = n, then
there is a continuous embedding W 1,n(U) ↪→ Lq(U) for every n ≤ q <∞.

In the case p > n functions from W 1,p will be continuous (in the sense
that there is a continuous representative). In fact, they will even be bounded
Hölder continuous functions and hence are continuous up to the boundary
(cf. Theorem 7.2 and the discussion after this theorem).

Theorem 7.30 (Morrey). Suppose n < p ≤ ∞ and U ⊆ Rn is open. Func-
tions from W 1,p

0 (U) have a continuous representative such that the natural
embedding W 1,p

0 (U) ↪→ C0,γ
0 (U), where γ = 1 − n

p , is continuous. Here
C0,γ
0 (U) := C0,γ

b (U) ∩ C0(U) is the space of Hölder continuous functions
vanishing at the boundary.

Proof. In the case p = ∞ there is nothing to do, since W 1,∞
0 (U) ⊆ C1

0 (U)
and [f ]1 ≤ ∥∇f∥∞. Hence we can assume n < p <∞. Moreover, as before,
by density we can assume f ∈ C∞

c (Rn).
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We begin by considering a cube Q of side length r containing 0. Then,
for x ∈ Q and f̄ = r−n

∫
Q f(x)d

nx we have

f̄ − f(0) = r−n
∫
Q

(
f(x)− f(0)

)
dnx = r−n

∫
Q

∫ 1

0

d

dt
f(tx)dt dnx

and hence

|f̄ − f(0)| ≤ r−n
∫
Q

∫ 1

0
|∇f(tx)||x|dt dnx ≤ r1−n

∫
Q

∫ 1

0
|∇f(tx)|dt dnx

= r1−n
∫ 1

0

∫
tQ

|∇f(y)|d
ny

tn
dt ≤ r1−n

∫ 1

0
∥∇f∥Lp(tQ)

|tQ|1−1/p

tn
dt

≤ rγ

γ
∥∇f∥Lp(Q)

where we have used Hölder’s inequality in the fourth step. By a translation
this gives

|f̄ − f(x)| ≤ rγ

γ
∥∇f∥Lp(Q)

for any cube Q of side length r containing x and combining the corresponding
estimates for two points we obtain

|f(x)− f(y)| ≤
2∥∇f∥Lp(Q)

γ
|x− y|γ (7.30)

for any cube containing both x and y (note that we can choose the side
length of Q to be r = max1≤j≤n |xj − yj | ≤ |x− y|). Since we can of course
replace Lp(Q) by Lp(Rn) we get Hölder continuity of f . Moreover, taking a
cube of side length r = 1 containing x we get (using again Hölder)

|f(x)| ≤ |f̄ |+
2∥∇f∥Lp(Q)

γ
≤ ∥f∥Lp(Q) +

2∥∇f∥Lp(Q)

γ
≤ C∥f∥W 1,p(Rn)

establishing the theorem. □

Corollary 7.31. Suppose U has the extension property and n < p ≤ ∞,
then there is a continuous embedding W 1,p(U) ↪→ C0,γ

b (U), where γ = 1− n
p .

Proof. Let f̃ = Ef ∈ W 1,p(Rn) be an extension of f ∈ W 1,p(U). Then
∥f∥

C0,γ
b (U)

≤ ∥f̃∥
C0,γ

b (Rn)
≤ Cp∥f∥W 1,p(Rn) ≤ CpCU,p∥f∥W 1,p(U), where we

have used W 1,p
0 (Rn) = W 1,p(Rn) and Morrey’s theorem if p < ∞ and

Lemma 7.15 if p = ∞. □

Example 7.13. The example from Problem 7.32 shows that for a domain
with a cusp, functions from W 1,p might be unbounded (and hence in partic-
ular not in C1,γ) even for p > n. ⋄
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Example 7.14. For p = ∞ this embedding is surjective in case of a con-
vex domain (Lemma 7.15) or a domain with the extension property (Corol-
lary 7.21). However, for n < p <∞ this is not the case. To see this consider
the Takagi function (Problem 4.28) which is in C1,γ [0, 1] for every γ < 1 but
not absolutely continuous (not even of bounded variation) and hence not in
W 1,p(0, 1) for any 1 ≤ p ≤ ∞. Note that this example immediately extends
to higher dimensions by considering f(x) = b(x1) on the unit cube. ⋄

As a consequence of the proof we also get that for n < p Sobolev functions
are differentiable a.e.

Lemma 7.32. Suppose n < p ≤ ∞ and U ⊆ Rn is open. Then f ∈W 1,p
loc (U)

is differentiable a.e. and the a.e. derivative equals the weak derivative.

Proof. Since W 1,∞
loc ⊆ W 1,p

loc for any p < ∞ we can assume n < p < ∞. Let
x ∈ U be an Lp Lebesgue point of the gradient, that is,

lim
r↓0

1

|Qr(x)|

∫
Qr(x)

|∇f(x)−∇f(y)|pdny = 0,

where Qr(x) is a cube of side length r containing x. Now let y ∈ Qr(x)
and r = |y − x| (by shrinking the cube w.l.o.g.). Then replacing f(y) →
f(y)− f(x)−∇f(x) · (y − x) in (7.30) we obtain

∣∣f(y)− f(x)−∇f(x) · (y − x)
∣∣ ≤ 2

γ
|x− y|γ

(∫
Qr(x)

|∇f(x)−∇f(z)|pdnz

)1/p

=
2

γ
|x− y|

(
1

|Qr(x)|

∫
Qr(x)

|∇f(x)−∇f(z)|pdnz

)1/p

and, since x is an Lp Lebesgue point of the gradient, the right-hand side is
o(|x − y|), that is, f is differentiable at x and its gradient equals its weak
gradient. □

Note that since by Lemma 7.15 every locally Lipschitz continuous func-
tion is locally W 1,∞, we obtain as an immediate consequence:

Theorem 7.33 (Rademacher7). Every locally Lipschitz continuous function
is differentiable almost everywhere.

So far we have only looked at first order derivatives. However, we can
also cover the case of higher order derivatives by repeatedly applying the
above results to the fact that ∂jf ∈W k−1,p(U) for f ∈W k,p(U).

7Hans Rademacher (1892–1969), German-American mathematician

http://en.wikipedia.org/wiki/Hans Rademacher
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Theorem 7.34. Suppose U ⊆ Rn is open and 1 ≤ p ≤ ∞. There are
continuous embeddings

W k,p
0 (U) ↪→ Lq(U), q ∈ [p, p∗k] if

1

p∗k
=

1

p
− k

n
> 0,

W k,p
0 (U) ↪→ Lq(U), q ∈ [p,∞) if

1

p
=
k

n
,

W k,p
0 (U) ↪→ Ck−l−1,γ

0 (U), l = ⌊n
p
⌋,

{
γ = 1− n

p + l, n
p ̸∈ N0,

γ ∈ [0, 1), n
p ∈ N0,

if
1

p
<
k

n
.

If in addition U ⊆ Rn has the extension property, then there are continuous
embeddings

W k,p(U) ↪→ Lq(U), q ∈ [p, p∗k] if
1

p∗k
=

1

p
− k

n
> 0,

W k,p(U) ↪→ Lq(U), q ∈ [p,∞) if
1

p
=
k

n
,

W k,p(U) ↪→ Ck−l−1,γ
b (U), l = ⌊n

p
⌋,

{
γ = 1− n

p + l, n
p ̸∈ N0,

γ ∈ [0, 1), n
p ∈ N0,

if
1

p
<
k

n
.

Proof. If 1
p >

k
n we apply Theorem 7.26 to successively conclude ∥∂αf∥

L
p∗
j
≤

C∥f∥
Wk,p

0
for |α| ≤ k − j for j = 1, . . . , k. If 1

p = k
n we proceed in the same

way but use Lemma 7.28 in the last step. If 1
p <

k
n we first apply Theo-

rem 7.26 l times as before. If np is not an integer we then apply Theorem 7.30
to conclude ∥∂αf∥

C0,γ
0

≤ C∥f∥
Wk,p

0
for |α| ≤ k − l − 1. If n

p is an integer,
we apply Theorem 7.26 l − 1 times and then Lemma 7.28 once to conclude
∥∂αf∥Lq ≤ C∥f∥

Wk,p
0

for any q ∈ [p,∞) for |α| ≤ k − l. Hence we can
apply Theorem 7.30 to conclude ∥∂αf∥

C0,γ
0

≤ C∥f∥
Wk,p

0
for any γ ∈ [0, 1)

for |α| ≤ k − l − 1.
The second part follows analogously using the corresponding results for

domains with the extension property. □

Note that for p = 1 we have a slightly stronger result Wn,1
0 (U) ↪→ C0(U)

in the borderline case k = n — see Problem 7.38.
Moreover, for q ∈ [p, p∗) the embedding is even compact (it fails for

q = p∗ — see Problem 7.34).
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Theorem 7.35 (Rellich8–Kondrachov9). Suppose U ⊆ Rn is open and bounded
and 1 ≤ p ≤ ∞. Then there are compact embeddings

W 1,p
0 (U) ↪→ Lq(U), q ∈ [p, p∗),

1

p∗
=

1

p
− 1

n
, if p ≤ n,

W 1,p
0 (U) ↪→ C0(U), if p > n.

If in addition U ⊆ Rn has the extension property, then there are compact
embeddings

W 1,p(U) ↪→ Lq(U), q ∈ [p, p∗),
1

p∗
=

1

p
− 1

n
, if p ≤ n,

W 1,p(U) ↪→ C(U), if p > n.

Proof. The case p > n follows from W 1,p
0 (U) ↪→ C0,γ

0 (U) ↪→ C0(U), where
the first embedding is continuous by Theorem 7.30 and the second is compact
by Theorem 7.3. Similarly in the second case using W 1,p(U) ↪→ C0,γ

b (U) ↪→
C(U), where the first embedding is continuous by Corollary 7.31.

Next consider the case p < n. Let F ⊂ W 1,p(U) (or F ⊂ W 1,p
0 (U)) be

a bounded subset. Using an extension operator (or Problem 7.21) we can
assume that F ⊂ W 1,p(Rn) with supp(f) ⊆ V for all f ∈ F and some fixed
set V . By Lemma 7.14 (applied on Rn) we have

∥Taf − f∥p ≤ |a|∥∇f∥p
and using the interpolation inequality from Problem 3.13 and Theorem 7.34
we have

∥Taf − f∥q ≤ ∥Taf − f∥1−θp ∥Taf − f∥θp∗ ≤ |a|1−θ∥∇f∥1−θp Cθ∥f∥θ1,p,

where 1
q = 1−θ

p + θ
p∗ , θ ∈ [0, 1]. Hence F is relatively compact by Theo-

rem 3.16. In the case p = n, we can replace p∗ by any value larger than
q. □

Since for bounded U the embedding C(U) ↪→ Lp(U) is continuous, we
obtain:

Corollary 7.36. Under the assumptions of the above theorem the embed-
dings W k+1,p

0 (U) ↪→W k,p
0 (U) and W k+1,p(U) ↪→W k,p(U) are compact.

Proof. By the Rellich–Kondrachov theorem the embedding W 1,p(U) ↪→
Lp(U) is compact. Hence, given a bounded sequence in W k+1,p(U) we can
find a subsequence for which all partial derivatives of order up to k converge
in Lp(U). Hence this sequence converges in W k,p(U) by Corollary 7.6. □

8Franz Rellich (1906–1955), Austrian-German mathematician
9Vladimir Iosifovich Kondrashov (1909–1971), Russian mathematicia

http://en.wikipedia.org/wiki/Franz Rellich
http://en.wikipedia.org/wiki/Vladimir Iosifovich Kondrashov
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Example 7.15. The Rellich–Kondrachov theorem fails for q = p∗. To see
this choose a nonzero function f ∈ W 1,p

0 (U) with compact support in some
small ball. Now consider fε(x) := ε−n/p

∗
f(x/ε). Then ∥fε∥1,p ≤ ∥f∥1,p

and ∥fε∥p∗ = ∥f∥p∗ . If fε had a convergent subsequence in Lp
∗
(U), this

subsequence must converge to 0 since fε(x) → 0 a.e., a contradiction. ⋄
Example 7.16. The Rellich–Kondrachov theorem fails on Rn. To see this
choose φ ∈ C∞

c (Rn) with support in B1/2(0) and consider F = {φk :=

φ(. − kδ1)|k ∈ N}. Now note that both the W 1,p as well as the Lq norm of
φk are independent of k and two different functions have disjoint supports.
So there is no way to extract a convergent subsequence and an extra condition
is needed. ⋄

Theorem 7.37. Let 1 ≤ p ≤ n. A set F ⊆ W 1,p(Rn) is relatively compact
in Lq(Rn) for every q ∈ [p, p∗) if F is bounded and for every ε > 0 there is
some r > 0 such that ∥(1− χBr(0))f∥p < ε for all f ∈ F .

Proof. Condition (i) of Theorem 3.16 is verified literally as in the previ-
ous theorem. Similarly condition (ii) follows from interpolation since ∥(1 −
χBr(0))f∥q ≤ ∥(1−χBr(0))f∥1−θp ∥(1−χBr(0))f∥θp∗ ≤ ∥(1−χBr(0))f∥1−θp ∥f∥θp∗ .

□

Note that this extra condition might come for free in case of radial sym-
metry (Problem 7.35).

As a consequence of Theorem 7.35 we also can get the Poincaré10 in-
equality.

Theorem 7.38 (Poincaré inequality). Let U ⊂ Rn be open and bounded.
Then for f ∈W 1,p

0 (U), 1 ≤ p ≤ ∞, we have

∥f∥p ≤ C∥∇f∥p. (7.31)

If in addition U is a connected subset with the extension property, then for
f ∈W 1,p(U), 1 ≤ p ≤ ∞, we have

∥f − (f)U∥p ≤ C∥∇f∥p, (7.32)

where (f)U := 1
|U |
∫
U f d

nx is the average of f over U .

Proof. We begin with the second case and argue by contradiction. If the
claim were wrong we could find a sequence of functions fm ∈ W 1,p(U)
such that ∥fm − (fm)U∥p > m∥∇fm∥p. hence the function gm := ∥fm −
(fm)U∥−1

p (fm − (fm)U ) satisfies ∥gm∥p = 1, (gm)U = 0, and ∥∇gm∥p < 1
m .

In particular, the sequence is bounded and by Corollary 7.36 we can assume

10Henri Poincaré (1854–1912), French mathematician, theoretical physicist, engineer, and
philosopher of science

https://en.wikipedia.org/wiki/Henri_Poincar%C3%A9
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gm → g in Lp(U) without loss of generality. Moreover, ∥g∥p = 1, (g)U = 0,
and ∫

U
g∂jφd

nx = lim
m→∞

∫
U
gm∂jφd

nx = − lim
m→∞

∫
U
(∂jgm)φd

nx = 0.

That is, ∂jg = 0 and since U is connected, g must be constant on U by
Lemma 7.11 (vi). Moreover, (g)U = 0 implies g = 0 contradicting ∥g∥p = 1.

To see the first case we proceed similarly to find a sequence gm :=
∥fm∥−1

p fm producing a limit such that ∥g∥p = 1 and ∂jg = 0. Now take
a ball B := Br(0) containing U such that B \U has positive Lebesgue mea-
sure. Observe that we can extend fm to f̄m ∈W 1,p(B) by setting it equal to
0 outside U which will give a corresponding sequence ḡm := ∥fm∥−1

p f̄m and
a corresponding limit ḡ. Since B is connected we again get that ḡ is constant
on B and since ḡ vanishes on B \U it must vanish on all of B contradicting
∥ḡ∥p = 1. □

Example 7.17. Using the Poincaré inequality we can shed some further light
on the case f ∈W 1,n(Rn) from Lemma 7.28. First note that a simple scaling
shows that the constant Cr for a ball of radius r in the Poincaré inequality
is given by Cr = C1r. Hence using Poincaré’s and Hölder’s inequalities we
obtain

1

|Br|

∫
Br(x)

|f(y)− (f)Br(x)|d
ny ≤ C1r

∫
Br(x)

|∇f(y)| d
ny

|Br|

≤ C1r

(∫
Br(x)

|∇f(y)|n d
ny

|Br|

)1/n

≤ C1

V
1/n
n

∥∇f∥n.

Locally integrable functions for which the left-hand side is bounded are called
functions of bounded mean oscillation BMO(Rn) and one sets

∥f∥BMO = sup
x,r

1

|Br|

∫
Br(x)

|f(y)− (f)Br(x)|d
ny.

It is straightforward to verify that this is a semi-norm and ∥f∥BMO = 0 if
and only if f is constant. ⋄

Finally it is often important to know when W 1,p(U) is an algebra: By
the product rule we have ∂j(fg) = (∂jf)g + f(∂jg) and for this to be in
Lp we need that f , g are bounded which follows from Morrey’s inequality if
n < p. Working a bit harder one can even show:

Theorem 7.39. Suppose U ⊆ Rn is open. If 1
p <

k
n , then W k,p

0 (U) is a
Banach algebra with

∥fg∥k,p ≤ C∥f∥k,p∥g∥k,p. (7.33)
If U is bounded and has the extension property, the result also holds for
W k,p(U).
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Proof. First of all it suffices to show the inequality for the case when f
and g are C∞ ∩W k,p. Moreover, by Leibniz’ rule (Problem 7.14) it suffices
to estimate ∥(∂αf)(∂βg)∥p for |α| + |β| ≤ k. To this end we will use the
generalized Hölder inequality (Problem 3.10) and hence we need to find 1 ≤
qα, qβ ≤ ∞ with 1

p = 1
qα

+ 1
qβ

such that Wm−|α|,p ↪→ Lqα and Wm−|β|,p ↪→
Lqβ .

Let l be the largest integer such that 1
p < k−l

n . Then Theorem 7.34
allows us to choose qα = ∞, qβ = p for |α| ≤ l and similarly qα = p,
qβ = ∞ for |β| ≤ l. Otherwise, that is if 1

p ≥ k−|α|
n and 1

p ≥ k−|β|
n then

Theorem 7.34 imposes the restrictions 1
qα

≥ 1
p −

k−|α|
n and 1

qβ
≥ 1

p −
k−|β|
n .

Hence 1
qα

+ 1
qβ

≥ 1
p −

(
k
n − 1

p

)
and we can find the required indices. □

Problem 7.29. Show that for f ∈ H1
0 ((a, b)) we have

∥f∥2∞ ≤ 2∥f∥2∥f ′∥2.

Show that the inequality continues to hold if f ∈ H1(R) or f ∈ H1((0,∞)).
(Hint: Start by differentiating |f(x)|2.)

Problem* 7.30. Show that the inequality ∥f∥q ≤ C∥∇f∥p for f ∈W 1,p(Rn)
can only hold for q = np

n−p . (Hint: Consider fλ(x) = f(λx).)

Problem* 7.31. Show that f(x) := log log(1 + 1
|x|) is in W 1,n(B1(0)) if

n > 1. (Hint: Problem 7.11.)

Problem* 7.32. Consider U := {(x, y) ∈ R2|0 < x, y < 1, xβ < y} and
f(x, y) := y−α with α, β > 0. Show f ∈ W 1,p(U) for p < 1+β

(1+α)β . Now

observe that for 0 < β < 1 and α < 1−β
2β we have 2 < 1+β

(1+α)β .

Problem* 7.33. Prove Young’s inequality

α1/pβ1/q ≤ 1

p
α+

1

q
β,

1

p
+

1

q
= 1, α, β ≥ 0.

Show that equality occurs precisely if α = β. (Hint: Take logarithms on both
sides.)

Problem* 7.34. Let U = B1(0) ⊂ Rn and consider

um(x) =

{
m

n
p
−1

(1−m|x|), |x| < 1
m ,

0, else.

Show that um is bounded in W 1,p(U) for 1 ≤ p < n but has no convergent
subsequence in Lp∗(U). (Hint: The beta integral from Problem 2.27 might be
useful.)
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Problem 7.35 (Strauss lemma). Show the Strauss inequality

∥r(n−1)/2f̃(r)∥∞ ≤ 2S−1
n ∥f∥2∥∂f∥2

for a radial function f ∈ H1
rad(Rn) (cf. Problem 7.20). Use this to show

∥(1− χBr(0))f∥p ≤
C

r(n−1)(p−2)/(2p)
∥f∥H1 , p ≥ 2,

and conclude that H1
rad(Rn) is compactly embedded into Lp(Rn) for p ∈

(2, 2n
n−2) if n ≥ 2.

Problem 7.36 (Ehrling’s lemma). Let X, Y , and Z be Banach spaces.
Assume X is compactly embedded into Y and Y is continuously embedded
into Z. Show that for every ε > 0 there exists some C(ε) such that

∥x∥Y ≤ ε∥x∥X + C(ε)∥x∥Z .

Problem 7.37. Suppose U ⊆ Rn is bounded and has the extension property.
Show that there exists a constant C such that

∥f∥k,p ≤ C

∑
|α|=k

∥∂αf∥p + ∥f∥p


(Hint: Problem 7.36 and Corollary 7.36.)

Problem 7.38. Let U ⊆ Rn. Show that there is a bounded embedding
Wn,1

0 (U) ↪→ C0(U) satisfying

∥f∥∞ ≤ ∥∂(1,...,1)f∥1.

Problem 7.39. Let U be a bounded domain with a C1 boundary and 1 ≤
p <∞. Show that for every a > 0 there is a constant C such that∫

U
|f |pdnx ≤ C

(∫
U
|∇f |pdnx+ a

∫
∂U

|f |pdS
)
, f ∈W 1,p(U).

Problem 7.40. Show that item (iv) From Lemma 7.11 holds for Lipschitz
continuous η. (Hint: Lemma 7.32.)

7.5. Lipschitz domains

It turns out that Lemma 7.32 is the key to extending several results from
C1 to Lipschitz domains. Of course the first step is to understand a change
of variables in case the transformation ψ : U → V is bi-Lipschitz, that
is, bijective such that both the map and its inverse are Lipschitz. In other
words, there is a constant C such that

1

C
≤ |ψ(x)− ψ(y)|

|x− y|
≤ C, x ̸= y ∈ U. (7.34)
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By Lemma 7.32 the Jacobi matrix ∂ψ
∂x of a Lipschitz function exits a.e. and

(since it is defined as a limit) is measurable. In particular, the same is true
for the Jacobi determinant

Jψ := det(
∂ψ

∂x
), (7.35)

which is bounded from above and below by positive constants. With this in
mind we obtain:

Theorem 7.40 (change of variables). Let U, V ⊆ Rn and suppose ψ : U → V
is bi-Lipschitz. Then

(ψ−1)⋆d
nx = |Jψ(x)|dnx. (7.36)

In particular, ∫
U
f(ψ(x))|Jψ(x)|dnx =

∫
V
f(y)dny (7.37)

whenever f is nonnegative or integrable over V .

Proof. We literally follow the proof of Theorem 2.17 and we will just point
out the differences. It suffices to show∫

ψ(R)
dny =

∫
R
|Jψ(x)|dnx

for every bounded open rectangle R ⊆ U . By Theorem 1.3 it will then
follow for characteristic functions and thus for arbitrary functions by the
very definition of the integral.

To this end we consider the integral

Iε :=

∫
ψ(R)

∫
R
|Jψ(ψ−1(y))|φε(ψ(z)− y)dnz dny

Here φ := V −1
n χB1(0) and φε(y) := ε−nφ(ε−1y), where Vn is the volume of

the unit ball (cf. below), such that
∫
φε(x)d

nx = 1.
To begin with we consider the inner integral

hε(y) :=

∫
R
φε(ψ(z)− y)dnz.

For ε < ε0 the integrand is nonzero only for z ∈ K = ψ−1(Bε0(y)), where
K is some compact set containing x = ψ−1(y). Using the affine change of
coordinates z = x+ εw we obtain

hε(y) =

∫
Wε(x)

φ

(
ψ(x+ εw)− ψ(x)

ε

)
dnw, Wε(x) =

1

ε
(K − x).

By ∣∣∣∣ψ(x+ εw)− ψ(x)

ε

∣∣∣∣ ≥ 1

C
|w|,
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the integrand is nonzero only for w ∈ BC(0). Hence, as ε → 0 the domain
Wε(x) will eventually cover all of BC(0) and dominated convergence implies

lim
ε↓0

hε(y) =

∫
BC(0)

φ(
∂ψ

∂x
x)w)dnw = |Jψ(x)|−1.

for all x where ψ is differentiable. Consequently, limε↓0 Iε = |ψ(R)| again
by dominated convergence. Now we use Fubini to interchange the order of
integration

Iε =

∫
R

∫
ψ(R)

|Jψ(ψ−1(y))|φε(ψ(z)− y)dny dnz.

The we have

lim
ε↓0

∫
ψ(R)

|Jψ(ψ−1(y))|φε(ψ(z)− y)dny = |Jψ(ψ−1(ψ(z)))| = |Jψ(z)|

at every Lebesgue point of Jψ(ψ−1(y)) (Problem 3.32) and hence dominated
convergence shows limε↓0 Iε =

∫
R |Jψ(z)|dnz. □

With this result at our disposal we can now show that item (v) from
Lemma 7.11 holds for bi-Lipschitz maps.

Lemma 7.41. Let ψ : U → V be a bi-Lipschitz. Then f ∈ W 1,p(V ) if and
only if f ◦ ψ ∈ W 1,p(U) and we have the change of variables formula
∂j(f ◦ ψ) =

∑
k(∂kf)(ψ)∂jψk. Moreover, ∥f ◦ ψ∥W 1,p ≤ C∥f∥W 1,p .

Proof. If ψ is Lipschitz, then, by Lemma 7.32, the derivatives ∂jψ as well
as ∂jψ−1 exist a.e. and are bounded. In particular, the Jacobi determinant
exists a.e. and satisfies |Jψ| ≥ C. Thus we can conclude that composition
with ψ is a homeomorphism between Lp(U) and Lp(V ) for 1 ≤ p ≤ ∞ as in
the proof of Lemma 7.11.

Furthermore, as in the proof of Lemma 7.11 consider fε and note that
fε ◦ ψ is Lipschitz and hence is in W 1,∞(U) by Lemma 7.15. In particular,
it has a weak derivative which can be computed a.e. using the chain rule.
Hence the rest follows as in the proof of Lemma 7.32. □

Of course once we have this result, it suffices to observe that Lemma 7.18
holds if U has a bounded Lipschitz boundary and the maps ψj are bi-
Lipschitz instead of C1 diffeomorphism, to conclude that Lemma 7.19 ex-
tends to such domains. That is, domains with a bounded Lipschitz boundary
have the extension property. Similarly, Theorem 7.22 extends to this situa-
tion and hence such domains have a well-defined trace operator.

Finally let me remark, that also the Gauss–Green theorem extends to
Lipschitz domains.
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Theorem 7.42 (Gauss–Green). If U is a bounded Lipschitz domain in Rn
and u ∈W p,1(U,Rn) is a vector field, then∫

U
(div u)dnx =

∫
∂U
u · ν dS, (7.38)

where the derivatives are understood as weak derivatives and the boundary
values are understood in the sense of traces.

Moreover, the integration by parts formula (2.67) holds for f ∈W 1,p(U),
g ∈W 1,q(U) with 1

p +
1
q = 1.

Proof. It suffices to first proof the case where u ∈ C1(U,Rn) since the
extension toW 1,p then follows as in the proof of Lemma 7.24. But in this case
one can again follow the proof from Theorem 2.19 upon observing that the
Leibniz integral rule from Problem 2.35 holds pointwise at every point where
g is differentiable and the fact that the fundamental theorem of calculus
holds for Lipschitz functions (Theorem 4.29 together with the fact that every
Lipschitz function is absolutely continuous by Example 4.14). The last claim
follows from the product rule. □

7.6. Applications to elliptic equations

The purpose of this section is to show that Sobolev spaces provide a con-
venient framework for treating partial differential equations by functional
analytic methods. To focus on the main ideas we will start by looking at the
Laplace equation

−∆u(x) = f(x), x ∈ U,

u(x) = 0, x ∈ ∂U, (7.39)

on a bounded domain U ⊆ Rn with Dirichlet boundary conditions. Here
∆u =

∑n
j=1 ∂

2
j u as usual. If we regard the derivatives as weak derivatives,

then our equation reads∫
U
(∆φ)(x)u(x)dnx =

∫
U
φ(x)f(x)dnx, φ ∈ C∞

c (U), (7.40)

or, after an integration by parts, we can also write it in the more symmetric
form

n∑
j=1

∫
U
(∂jφ)(∂ju)d

nx =

∫
U
φ(x)f(x)dnx, φ ∈ C∞

c (U). (7.41)

Now recall that by the Poincaré inequality (Theorem 7.38) we have a scalar
product

⟨u, v⟩ :=
n∑
j=1

∫
U
(∂ju)(∂jv)d

mx (7.42)
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on H1
0 (U,R) whose associated norm is equivalent to the usual one. Moreover,

using the fact that C∞
c (U,R) ⊂ H1

0 (U,R) is dense we see that we can write
our last form as

⟨v, u⟩ = ⟨v, f⟩2, v ∈ H1
0 (U,R), (7.43)

where ⟨u, v⟩2 :=
∫
U u(x)v(x)d

nx denotes the scalar product in L2(U,R).
We will call a solution u ∈ H1

0 (U,R) of (7.43) a weak solution of the
Dirichlet problem (7.39). If a solution is, in addition, in H2(U,R), it is called
a strong solution. In this case we can undo our integration by parts and
conclude that u solves (7.39), where the derivatives are understood as weak
derivatives and the boundary condition is understood in the sense of traces
(at least for U with sufficiently smooth boundary; see Lemma 7.25).

Finally note that (7.43) can be understood as

⟨v, u⟩ = ⟨Jv, f⟩2, v ∈ H1
0 (U,R), (7.44)

where J : H1
0 (U,R) ↪→ L2(U,R) is the natural embedding. Since this em-

bedding is bounded (in fact, even compact; we will come back to this later),
we can use the adjoint operator to write this as

⟨v, u⟩ = ⟨v, J∗f⟩, v ∈ H1
0 (U,R), (7.45)

which shows that the weak problem (7.43) has a unique solution u = J∗f ∈
H1

0 (U,R) for every f ∈ L2(U,R). Also note the estimate ∥u∥ = ∥J∗f∥ ≤
C∥f∥2, where C is the optimal constant from the Poincaré inequality (since
∥J∗∥ = ∥J∥ = C).

Now what about strong solutions? To this end we regard (7.39) as an
operator equation

Lu = f, (7.46)
where

Lu := −∆u, u ∈ D(L) := H1
0 (U,R) ∩H2(U,R). (7.47)

Then uniqueness of weak solutions implies that L̄ := (JJ∗)−1 is a well-
defined operator L̄ : D(L̄) ⊂ L2(U,R) → L2(U,R) which coincides with
L when restricted to D(L) (in particular, D(L) ⊆ D(L̄) = Ran(JJ∗) ⊂
Ran(J) = H1

0 (U,R)). Since JJ∗ is self-adjoint, L̄ is also self-adjoint, known
as the Friedrichs extension of the Dirichlet Laplacian (see [24, Sect. 2.3]).
Choosing v ∈ C∞

c (U,R) in (7.43) shows that

D(L̄) = {u ∈ H1
0 (U,R)|∆u ∈ L2(U,R)}, (7.48)

where ∆u is understood as a weak derivative (this does not mean that the
second derivatives exist individually, it is only this particular combination of
second derivatives which is required to exist). When we also have D(L̄) ⊆
D(L), that is, when every weak solution is also a strong solution, is a tricky
question which we will not answer here.



220 7. Sobolev spaces

Instead, we point out that since the embedding J is not only continuous,
but even compact by the Rellich–Kondrachov theorem (Theorem 7.35), we
can apply the spectral theorem for compact operators (since JJ∗ is self-
adjoint Theorem 3.7 from [25] will do):

Theorem 7.43. The operator L̄ has a sequence of discrete real eigenval-
ues 0 < λ0 < λ1 < · · · converging to ∞. The corresponding normalized
eigenfunctions form an orthonormal basis for L2(U,Rn).

Observe that the inverse of the lowest eigenvalue λ−1
0 is the optimal

constant for the Poincarè inequality.
Finally we remark that our consideration extend easily to the Dirichlet

problem for second order elliptic equations of the form

Lu(x) := −
n∑

i,j=1

∂iAij(x)∂ju(x) + c(x)u(x) (7.49)

with Ai,j , c ∈ L∞(U,R) with

a0 = inf
e∈Sn,x∈U

eiAij(x)ej > 0, c0 = inf
x∈U

c(x) ≥ 0. (7.50)

As domain we choose D(L) = {u ∈ H1
0 (U,R)|Aij∂ju ∈ H1(U,R), 1 ≤ i, j ≤

n}. Then the ellipticity condition a0 > 0 ensures that the symmetric bilinear
form

a(u, v) :=
n∑

i,j=1

∫
U
(Aij(x)(∂ju(x))(∂iv(x)) + c(x)u(x)v(x)) dnx (7.51)

gives rise to a norm which is equivalent to the usual norm on H1
0 (U,R) and

hence we can proceed as before.

Problem 7.41. Compute J∗ for U := (0, 1) ⊂ R.

Problem 7.42. Consider the elliptic Dirichlet problem associated with

Lu(x) := −
n∑

i,j=1

∂iAij(x)∂ju(x) +
n∑
j=1

bj(x)∂ju(x) + c(x)u(x),

where Ai,j , bj , c ∈ L∞(U,R) with

a0 = inf
|e|=1,x∈U

∑
i,j

eiAij(x)ej , b0 = sup
x∈U

|b(x)|, c0 = inf
x∈U

c(x).

Show that Lu = f has a unique weak solution in H1
0 (U,R) provided 4a0c0 >

b20. (Hint: Choose H1
0 (U,R) equipped with (7.42) as underlying Hilbert space.

On this Hilbert space there is a corresponding bilinear form a(u, v), however,
if b ̸= 0 this form is not symmetric. To overcome this problem use the Lax–
Milgram theorem (Theorem 2.17 from [25]). Again there will be a problem
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with the term corresponding to b when establishing coercivity. However, note
that this term can be controlled using the other two.)





Chapter 8

Fourier series

8.1. Convergence of mean values and convergence in mean
square

Given an integrable function f on (−π, π) we can define its Fourier series

S(f)(x) :=
a0
2

+
∑
k∈N

(
ak cos(kx) + bk sin(kx)

)
, (8.1)

where the corresponding Fourier coefficients are given by

ak :=
1

π

∫ π

−π
cos(kx)f(x)dx, bk :=

1

π

∫ π

−π
sin(kx)f(x)dx (8.2)

for k ∈ N0. At this point (8.1) is just a formal expression and it is a fun-
damental question in mathematics to understand in what sense the above
series converges. For example, does it converge at a given point (e.g. at every
point of continuity of f) or when does it converge uniformly?

For our purpose the complex form

S(f)(x) :=
∑
k∈Z

pfke
ikx, pfk :=

1

2π

∫ π

−π
e−ikyf(y)dy (8.3)

for k ∈ Z will be more convenient. The connection is given via pf±k =
ak∓ibk

2 ,
k ∈ N0 (with the convention b0 = 0).

Note that if the interval [−π, π] is replaced by an arbitrary interval
[−L,L], the formulas change according to

S(f)(x) :=
a0
2

+
∑
k∈N

(
ak cos

(kπ
L
x
)
+ bk sin

(kπ
L
x
))
, (8.4)

223
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with

ak :=
1

L

∫ L

−L
cos(k(π/L)x)f(x)dx, bk :=

1

L

∫ L

−L
sin(k(π/L)x)f(x)dx

(8.5)
and

S(f)(x) :=
∑
k∈Z

pfke
ik(π/L)x, pfk :=

1

2L

∫ L

−L
e−ik(π/L)yf(y)dy. (8.6)

Example 8.1. An interesting example of a convergent Fourier series on
[−1/2, 1/2] is the Jacobi theta function1 ([16, (20.2.3)])

ϑ(z, τ) :=
∑
k∈Z

eiπk
2τ+2πikz = 1 + 2

∑
k∈N

eiπk
2τ cos(2πkz), Im(τ) > 0.

The theta function is entire with respect to z (since the series converges
uniformly on every compact subset of the complex plane) and satisfies

ϑ(z +m+ nτ, τ) = e−2πinz−πin2τϑ(z, τ), ϑ(−z) = ϑ(z),

m, n ∈ Z. By construction we have pϑ(τ)k = eiπk
2τ .

Another example is the Bessel function of integer order k defined as
the kth Fourier coefficients of eiz sin(x) ([16, (10.12.1), (10.9.2)]):

Jk(z) :=
1

2π

∫ π

−π
ei(z sin(x)−kx)dx =

1

π

∫ π

0
cos(z sin(x)− kx)dx, z ∈ C. ⋄

Example 8.2. Another example of a convergent Fourier series on [−π, π] is
the Poisson kernel

Pr(x) :=
∑
k∈Z

r|k|eikx = 1 + 2
∞∑
k=1

rk cos(kx) =
1− r2

1− 2r cos(x) + r2
, |r| < 1,

where the closed form follows by summing the two geometric series. By
construction we have pPr,k = r|k|. ⋄
Example 8.3. Let f(z) be an analytic function on the unit disc and let

f(z) =
∞∑
k=0

fkz
k

be its Taylor expansion. Then, provided the Taylor series converges at a
boundary point z = eix on the unit circle, we have

Re
(
f(eix)

)
=

∞∑
k=0

fk cos(kx), Im
(
f(eix)

)
=

∞∑
k=1

fk sin(kx).

Hence convergence of Fourier series is related to convergence of a correspond-
ing Taylor series on the unit circle. ⋄

1Carl Gustav Jacob Jacobi (1804–1851), German mathematician

http://dlmf.nist.gov/20.2.E3
http://dlmf.nist.gov/10.12.E1
http://dlmf.nist.gov/10.9.E2
http://en.wikipedia.org/wiki/Carl Gustav Jacob Jacobi
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It turns out that concerning convergence of Fourier series there is no
universal result which covers everything, but that the problem can be studied
under various conditions on f and under various modes of convergence. In
this respect we note that integrability of f , which is necessary for the formula
(8.3) defining the Fourier coefficients to make sense, is the weakest condition
since Lp(−π, π) ⊂ L1(−π, π) for all p > 1 (Problem 3.12).

The first key observation is the following orthogonality relation

1

2π

∫ π

−π
eimye−inydy =

{
1, m = n,

0, m ̸= n,
(8.7)

which shows that if the Fourier series converges uniformly, such that we
can interchange summation and integration, the Fourier coefficients are nec-
essarily given by the above formula. Moreover, this also shows that the
Fourier series is the orthogonal series corresponding to the orthonormal set
{ek(x) := (2π)−1/2eikx}k∈Z in L2(−π, π). In particular, the question of con-
vergence (to f) of this series in L2(−π, π) boils down to the question whether
this set forms an orthonormal basis.

To investigate convergence we start by looking at the n’th partial sum

Sn(f)(x) :=
n∑

k=−n

pfke
ikx. (8.8)

We can think of Sn(f) as a projection of f onto the linear span of {ek(x)}|k|≤n
(in L2(−π, π) it is precisely the orthogonal projection onto this subspace).
Inserting the definition of the Fourier coefficients we can write Sn as a con-
volution

Sn(f)(x) =
1

2π

∫ π

−π
Dn(x− y)f(y)dy, (8.9)

where

Dn(x) :=
n∑

k=−n
eikx = 1 + 2

n∑
k=1

cos(kx) =
sin((n+ 1/2)x)

sin(x/2)
(8.10)

is known as the Dirichlet kernel2 (to obtain the third form observe that
the first form is a geometric series) depicted in Figure 8.1. A few properties
of Dn are easy (Problem 8.3):

• Dn(−x) = Dn(x).
• |Dn(x)| ≤ min(2n + 1, π|x|) for |x| ≤ π with a unique global maxi-

mum Dn(0) = 2n+ 1 at x = 0.
• 1

2π

∫ π
−πDn(x)dx = Sn(1) = 1.

2Peter Gustav Lejeune Dirichlet (1805 –1859), German mathematician

http://en.wikipedia.org/wiki/Peter Gustav Lejeune Dirichlet
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−π π

1

2

3

D1(x)

D2(x)

D3(x)

Figure 8.1. The Dirichlet kernels D1, D2, and D3

So at this point it looks like we just need to invoke Lemma 3.21. However, a
closer look reveals that the Dirichlet kernel is no approximate identity since
∥Dn∥1 → ∞ (Problem 8.4).

In order to improve convergence we will look at mean values, where we
expect some cancellations of the oscillations of the Dirichlet kernel to take
place.
Example 8.4. Consider the sum

∑∞
k=0(−1)k which is clearly divergent since

Sn :=
∑n

k=0(−1)k = 1+(−1)n

2 does not converge. However, the mean values

S̄n :=
1

n

n−1∑
k=0

Sk =
1

2
+

1 + (−1)n

4n

converge nicely. This is also known as Cesàro summation.3 It is not
difficult to see that a convergent series has a Cesàro sum which coincides
with the usual limit (Problem 8.8). But, as our example shows, the converse
is not true in general. ⋄

Hence we introduce

S̄n(f)(x) :=
1

n

n−1∑
k=0

Sk(f)(x) =
1

2π

∫ π

−π
Fn(x− y)f(y)dy, (8.11)

where

Fn(x) :=
1

n

n−1∑
k=0

Dk(x) =
1

n

(
sin(nx/2)

sin(x/2)

)2

(8.12)

3Ernesto Cesàro (1859–1906), Italian mathematician

https://en.wikipedia.org/wiki/Ernesto_Ces%C3%A0ro
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−π π

1

2

3

F1(x)

F2(x)

F3(x)

Figure 8.2. The Fejér kernels F1, F2, and F3

is the Fejér kernel4 depicted in Figure 8.2. To see the second form, we use
the closed form for the Dirichlet kernel to obtain

nFn(x) =
n−1∑
k=0

sin((k + 1/2)x)

sin(x/2)
=

1

sin(x/2)
Im

n−1∑
k=0

ei(k+1/2)x

=
1

sin(x/2)
Im

(
eix/2

einx − 1

eix − 1

)
=

1− cos(nx)

2 sin(x/2)2
=

(
sin(nx/2)

sin(x/2)

)2

.

It turns out that the Fejér kernel is much better behaved as can already be
deduced from the fact that it is nonnegative, Fn(x) ≥ 0. Hence, since the
property 1

2π

∫ π
−π Fn(x)dx = 1 is inherited from the Dirichlet kernel, we get

boundedness of ∥Fn∥1 = 2π for free.

Theorem 8.1 (Fejér). Suppose f ∈ Cper[−π, π] (continuous periodic func-
tions), then the mean values of the partial Fourier sums S̄n(f) converge
uniformly to f . Similarly, if f ∈ Lp(−π, π), then S̄n(f) converges to f in
the Lp norm.

Proof. Using Fn(x) ≤ 1
n sin(δ/2)2

for δ ≤ |x| ≤ π one can check that Fn is an
approximate identity if we set it equal to 0 outside [−π, π]. Moreover, taking
a 2π periodic function and setting it equal to 0 outside [−2π, 2π] Lemma 3.21
establishes the claim. □

We remark that for integrable f , the mean values S̄n(f)(x) converge for
a.e. x. More specifically, S̄n(f)(x) converges at every Lebesgue point of f
and hence in particular at every point of continuity (see Problem 3.32).

4Lipót Fejér (1880–1959), Hungarian mathematician

https://en.wikipedia.org/wiki//Lip%C3%B3t_Fej%C3%A9r
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This result has a number of noteworthy consequences:

Corollary 8.2.

(i) An integrable function f is uniquely determined by its Fourier co-
efficients pf .

(ii) Suppose that the periodic extension of f ∈ L1(−π, π) has (a rep-
resentative which has) both a left and a right limit at some point
x ∈ [−π, π]. Then

lim
n→∞

S̄n(f)(x) =
f(x−) + f(x+)

2
.

Moreover, Sn(f)(x) either converges to this limit or diverges.
(iii) The linear span of the functions {ek}k∈Z, known as trigonometric

polynomials, is dense in Lp(−π, π) for 1 ≤ p < ∞ as well as in
Cper[−π, π].

Proof. (i) As ( pfk)|k|≤n is all that is needed to compute Sn(f) as well as
S̄n(f). (ii) The limit of S̄(f)(x) follows from Problem 3.28. The second claim
follows since convergence of Sn implies convergence of S̄n by Problem 8.8.
(iii) S̄n is an explicit trigonometric polynomial which converges to f . □

Item (i) covers the case of Fourier series of integrable functions. It is
however not applicable if the coefficients of a trigonometric series are not a
priori known to be the Fourier coefficients of some integrable function. A
theorem of Cantor states, that if a trigonometric series converges everywhere
(pointwise; with a finite limit), then the coefficients are uniquely determined
by the limiting function. Moreover, a result of de la Vallé-Poussin5 states
that if the limiting function is integrable, the coefficients must be the Fourier
coefficients. Finally, Cantor extended his result by showing that if a trigono-
metric series converges to 0 on some interval except at a single interior point,
then it also converges to zero at the missing point. Hence one can improve
Cantor’s result to the case where convergence fails on a discrete set. More-
over, by first removing all discrete points, one can further extend it to the
case where convergence fails on a set whose limit points are discrete. The
question of how far this can be pushed led Cantor to the development of set
theory. Further results and references can be found in the survey [2].

The last item of Corollary 8.2 tells us that the set {ek}k∈Z is an or-
thonormal base in L2(−π, π): Indeed, since orthogonal expansions gives the
best approximation (cf. Lemma 2.1 from [25]), we have ∥Sn(f) − f∥2 ≤
∥S̄n(f)− f∥2, which shows that the Fourier series converges in the sense of
L2 for f ∈ L2(−π, π).

5Charles Jean de la Vallé-Poussin (1866–1962), Belgian mathematician

https://en.wikipedia.org/wiki/Charles_Jean_de_la_Vall%C3%A9e_Poussin
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Theorem 8.3. For every square integrable function f ∈ L2(−π, π), the
Fourier coefficients pfk are square summable, satisfy Parseval’s relation∑

k∈Z
| pfk|2 =

1

2π

∫ π

−π
|f(x)|2dx, (8.13)

and the Fourier series converges to f in the sense of L2. Moreover, this is a
continuous bijection between L2(−π, π) and ℓ2(Z).

Note that Parseval’s relation says that the map L2((−π, π), dx2π ) → ℓ2(Z),
f 7→ pf is unitary, that is, it preserves the scalar product∑

k∈Z
pg∗k

pfk =
1

2π

∫ π

−π
g(x)∗f(x)dx, (8.14)

which follows from (8.13) since the scalar product in a Hilbert space is deter-
mined by the associated norm via the polarization identity (cf. Theorem 1.6
from [25]).

This gives a satisfactory answer in the Hilbert space L2(−π, π). It is
possible to extend this result to 1 < p < ∞ but this is technically much
more difficult.

The outset of this extension is the periodic Hilbert transform on the
circle which is defined as

(Hf)(x) := lim
ε↓0

1

2π

∫
ε≤|y|≤π

cot(y/2)f(x− y)dy (8.15)

for sufficiently nice periodic functions f such that the limit exists. Since the
kernel cot(y/2) is antisymmetric, we have

(Hf)(x) = lim
ε↓0

1

2π

∫
ε≤|y|≤π

cot(y/2)
(
f(x− y)− f(x)

)
dy (8.16)

and hence a Hölder condition, |f(x)− f(y)| ≤ C|x− y|γ for some γ ∈ [0, 1),
suffices to ensure∣∣ cot(y/2)(f(x− y)− f(x)

)∣∣ ≤ 2

|y|
C|y|γ = 2C|y|1−γ (8.17)

such that the limit exists uniformly for all x. Due to the non-integrable
singularity of the Hilbert kernel Young’s inequality (3.25) is not applicable
and such kernels are know as singular kernels. However, not all is lost and
one can show (Problem 8.11)

(yHfk) =
sign(k)

i
pfk (8.18)

at least for for trigonometric polynomials. Here we use the convention
sign(0) = 0. In particular, the Hilbert transform satisfies

∥Hf∥2 = ∥yHf∥2 ≤ ∥ pf∥2 = ∥f∥2 (8.19)
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for trigonometric polynomials and hence extends to a bounded operator on
L2(−π, π) (cf. Theorem 1.16 from [25]; in fact it is unitary on the orthogonal
complement of the constant functions). Moreover, there is a powerful theory
developed by Calderón6 and Zygmund7 which shows that H also extends to
a bounded operator on Lp(−π, π) for 1 < p <∞. We will come back to this
later in Theorem 10.16. For now we will use it to show:

Theorem 8.4. For every p ∈ (1,∞) there exists a constant Cp > 0 such
that

∥Sn(f)∥p ≤ Cp∥f∥p (8.20)
and hence for every f ∈ Lp(−π, π) we have Sn(f) → f in Lp.

Both, (8.20) and convergence Sn(f) → f for all f fail in L1(−π, π) and
in Cper[−π, π]. Moreover, in these cases Sn(f) diverges for f in a dense Gδ
set. Recall that a dense Gδ set is a countable intersection of open and dense
sets, which means that it is a large set from a topological point of view.

Proof. Fix p ∈ (1,∞). As already pointed out, H extends to a bounded
operator on Lp(−π, π), that is, there is some constant Ap such that

∥H(f)∥p ≤ Ap∥f∥p.
Hence the same is true for the Riesz8 projection

P+(f) =
pf0
2

+
1

2

(
f + iH(f)

)
=

∞∑
k=0

pfkek,

where ek(x) := eikx. Indeed,

∥P+(f)∥p ≤ (2π)1/p| pf0|+
1 +Ap

2
∥f∥p ≤ (1 +

Ap
2
)∥f∥p.

Now using χ[−n,n] = χ[−n,∞) − χ(n,∞) we can write

Sn(f) =
n∑

k=−n

pfkek = e−nP+(enf)− en+1P+(e−n−1f).

Since multiplication with en is bounded, ∥enf∥p ≤ ∥f∥p the claimed estimate
holds with Cp := 2 +Ap.

The last claim now follows easily from convergence on the dense set
of trigonometric polynomials: Indeed, let f ∈ Lp and choose m such that
g := S̄m(f) satisfies ∥f − g∥p ≤ ε. Then for n ≥ m we have Sn(g) = g and
hence ∥f −Sn(f)∥p ≤ ∥f −g∥p+∥g−Sn(g)∥p+∥Sn(g)−Sn(f)∥ ≤ (1+Cp)ε
for n ≥ m.

6Alberto Calderón (1920–1998), Argentinian mathematician
7Antoni Zygmund (1900–1992), Polish mathematician
8Frigyes Riesz (1880–1956), Hungarian mathematician
8Marcel Riesz (1886–1969), Hungarian mathematician

https://en.wikipedia.org/wiki/Alberto_Calder%C3%B3n
http://en.wikipedia.org/wiki/Antoni Zygmund
http://en.wikipedia.org/wiki/Frigyes Riesz
http://en.wikipedia.org/wiki/Marcel Riesz
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Finally we look at the remaining cases p = 1,∞. To this end note that
the operator norm of Sn : Lp(−π, π) → Lp(−π, π) (i.e. the optimal constant
for fixed n in (8.20)) is given by ∥Sn∥Lp = ∥Dn∥1 for p = 1,∞. Moreover, this
remains true if we replace L∞(−π, π) by Cper[−π, π] by choosing a sequence
of continuous functions fm(x) → sign(Dn(−x)) pointwise with ∥fm∥∞ = 1
and noticing that (Dn ∗ fm)(0) → ∥Dn∥1 as m→ ∞.

Since ∥Dn∥1 → ∞ as mentioned earlier (Problem 8.4), we see that (8.20)
fails for p = 1,∞.

Furthermore, this also implies that the second claim, convergence of
Sn(f) in Lp, must fail for p = 1,∞. Indeed, boundedness of convergent
sequences implies a pointwise bound ∥Sn(f)∥p ≤ Cf,p and the Banach–
Steinhaus-Theorem (Theorem 4.3 from [25]) tells us that this either holds
for all f , and then implies (8.20), or it fails for f in a dense Gδ set. □

Another consequence can be drawn from the observation that the map
from f to its Fourier coefficients pf maps integrable functions to bounded
sequences and square integrable functions to square summable sequences
satisfying the explicit bounds

∥ pf∥∞ ≤ 1

2π
∥f∥1, ∥ pf∥2 =

1√
2π

∥f∥2. (8.21)

Now it is possible to interpolate between these two boundary cases to get
corresponding estimates for f ∈ Lp(−π, π) with 1 < p < 2. Similarly, one
can interpolate the estimates for the converse directions

∥f∥∞ ≤ ∥ pf∥1, ∥f∥2 =
√
2π∥ pf∥2. (8.22)

Explicitly the M. Riesz–Thorin interpolation theorem (Theorem 10.2 below)
implies:

Corollary 8.5 (Hausdorff–Young inequality9). For f ∈ Lp(−π, π) with 1 ≤
p ≤ 2 the Fourier coefficients are in ℓp/(p−1)(Z) and satisfy

∥ pf∥p/(p−1) ≤ (2π)−1/p∥f∥p. (8.23)

Conversely, if the Fourier coefficients of an integrable function are in ℓp(Z)
with 1 ≤ p ≤ 2, then f ∈ Lp/(p−1)(−π, π) with

∥f∥p/(p−1) ≤ (2π)1/p∥ pf∥p. (8.24)

9Felix Hausdorff (1868–1942), German mathematician

http://en.wikipedia.org/wiki/Felix Hausdorff
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Problem* 8.1. Let f ∈ L1(−π, π) be periodic and a ∈ R, n ∈ Z. Show

g(x) pgk

f(−x) pf−k

f(x)∗ pf∗−k
f(x+ a) eiak pfk
einxf(x) pfk−n

Problem 8.2. Show that a trigonometric polynomial f(x) :=
∑n

k=−n cke
ikx

of degree n can have at most 2n zeros on [0, 2π). (Hint: Think of f as a
restriction of a function C \ {0} → C to the unit circle.)

Problem* 8.3. Show the following estimates for the Dirichlet and Fejér
kernels: |Dn(x)| ≤ min(2n+ 1, π|x|) and Fn(x) ≤ min(n, π

2

nx2
) for |x| ≤ π.

Problem* 8.4. Show that the Dirichlet kernel satisfies

8

π

n∑
k=1

1

k
≤ ∥Dn∥1 ≤ 2π(1 + log(2n+ 1))

and note that the harmonic series diverges. (Hint: To see the estimate
from below, estimate sin(x/2) from below and make a substitution to ob-
tain ∥Dn∥1 ≥ 4

∫ nπ
0 | sin(y)|dyy . Now split the integral into a sum over the

individual bumps and estimate 1/y by appropriate constants.)

Problem 8.5. Compute the Fourier series of the Dirichlet kernel Dn and
the Fejér kernel Fn.

Problem 8.6. Compute the Fourier series of f(x) := |x| on [−π, π]. For
which x ∈ [−π, π] does Sn(f)(x) converge to f(x)?

Problem 8.7. Compute the Fourier series of f(x) := x2 on [−π, π] and use
this to show (Basel problem)

∞∑
n=1

1

n2
=
π2

6
.

(Hint: Evaluate the series at x = π.)

Problem* 8.8. Show that if a sequence of complex numbers Sn converges
to S, then the sequence of mean values

S̄n :=
1

n

n−1∑
k=0

Sk

also converges to S.
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Problem 8.9. Suppose f and g are periodic (with period 2π) integrable
functions. Show

(zf ∗ g)k = 2π pfkpgk,

where
(f ∗ g)(x) =

∫ π

−π
f(x− y)g(y)dy.

(Hint: Fubini.)

Problem 8.10. Compute the Fourier series of f(x) := x on [−π, π] and use
this to solve again the Basel problem (see Problem 8.7). (Hint: Parseval’s
relation (8.13).)

Problem* 8.11. Show (8.18) for f a trigonometric polynomial. (Hint: It
suffices to compute Hek for ek(x) := eikx. To evaluate the integral consider
the closed form of the Dirichlet kernel and split off the +1/2.)

8.2. Pointwise convergence

To investigate pointwise convergence, we first note that for integrable func-
tions the Fourier coefficients will at least tend to zero.

Lemma 8.6 (Riemann–Lebesgue lemma). Suppose f ∈ L1(−π, π), then the
Fourier coefficients pfk converge to zero as |k| → ∞.

Proof. Choose n sufficiently large such that ∥f − S̄n(f)∥1 ≤ 2πε, then the
Fourier coefficients of f − S̄n(f) are bounded in absolute value by ε and,
since subtracting S̄n(f) only alters the Fourier coefficients with |k| < n, we
obtain | pfk| ≤ ε for |k| ≥ n. □

We remark that not every sequence from c0(Z) arises as a Fourier series
of an integrable function. Indeed, if this would be the case, the inverse
map would be continuous by the inverse mapping theorem (Theorem 4.8
from [25]), that is, there would be a positive constant C such that ∥f∥1 ≤
C∥ pf∥∞ for all f ∈ L1(−π, π). Considering the Dirichlet kernel this gives the
contradiction ∥Dn∥1 ≤ C∥ pDn∥∞ = C. An explicit example will be given
below.

Furthermore, it is not possible to characterize the range of the discrete
Fourier transform in terms of a simple decay condition as there are integrable
functions with Fourier coefficients of arbitrary slow decay. This can be seen
using the following construction:

Lemma 8.7. Suppose an ∈ c0(Z) is a real-valued symmetric sequence, a−n =
an which satisfies the discrete convexity condition

an+1 + an−1 ≥ 2an, n ∈ N.
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Then an are the Fourier coefficients of a symmetric nonnegative integrable
function.

Proof. We start with a discrete variant of Green’s formula for reconstructing
am from the value of its discrete Laplacian bn := an+1 + an−1 − 2an:

am =
∞∑

j=m+1

(j −m)bj .

Verifying this formula is left as Problem 8.16. Now the key observation is
that 1 − m

j are precisely the Fourier coefficients of the Fejér kernel Fj for
m ≤ j (cf. Problem 8.5) and hence

am =
∞∑

j=m+1

j bj pFj,m =
∞∑
j=1

j bj pFj,m.

Since
∑∞

j=1 j bj = a0 is finite, the function

f(x) :=
∞∑
j=1

j bjFj(x)

is a symmetric nonnegative integrable function with the required Fourier
coefficients according to its construction. □

Example 8.5. Using the fact that the logarithm is convex one gets that the
Fourier series

S(f)(x) =
∞∑
k=1

cos(kx)

log(1 + k)

corresponds to an integrable function f . Moreover, by the Dirichlet criterion
(Problem 8.18) it follows that the series converges uniformly away from x =
0.

It turns out that this is not true for the corresponding sine series
∞∑
k=1

sin(kx)

log(1 + k)
,

which now even converges for all x (again Dirichlet criterion; Problem 8.18),
but the limiting function can be shown to be non-integrable. Indeed, if bk ≥ 0
are the Fourier sine coefficients of an odd integrable function, then necessarily∑

k∈N bk/k < ∞ by Problem 8.24. In particular, this is an example of
a trigonometric series which converges everywhere, but is not the Fourier
series of an integrable function.

Since for every nonnegative sequence cn tending to zero there is a convex
sequence an (as in Lemma 8.7) satisfying cn ≤ an (Problem 8.17), there is
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an integrable function whose Fourier coefficients satisfy ck ≤ | pf|k||. Conse-
quently, the Fourier coefficients of an integrable function can have arbitrary
slow decay. ⋄

Now we return to our original goal and use the Riemann–Lebesgue lemma
to establish a criterion for pointwise convergence.

Theorem 8.8. Let x0 ∈ [−π, π] be fixed and f a 2π periodic function. Sup-
pose

f(x)− f(x0)

x− x0
(8.25)

is in L1(−π, π) as a function of x, then the partial Fourier sums converge
pointwise at x0,

lim
m,n→∞

n∑
k=−m

pfke
ikx0 = f(x0). (8.26)

Proof. Without loss of generality we can assume x0 = 0 (by shifting x →
x−x0 modulo 2π implying pfk → e−ikx0 pfk) and f(x0) = 0 (by linearity since
the claim is trivial for constant functions). Then by assumption

g(x) :=
f(x)

eix − 1

is integrable and f(x) = (eix − 1)g(x) implies pfk = pgk−1 − pgk and hence
n∑

k=−m

pfk = pg−m−1 − pgn.

Now the claim follows from the Riemann–Lebesgue lemma. □

Note that this result is for example applicable whenever f satisfies a
Hölder condition |f(x)− f(x0)| ≤ C|x− x0|γ for some γ ∈ (0, 1].

If we look at symmetric partial sums Sn(f) we can do even better.

Corollary 8.9 (Dirichlet–Dini10 criterion). Suppose there is some α such
that

f(x0 + x) + f(x0 − x)− 2α

x
(8.27)

is in L1(−π, π) as a function of x. Then Sn(f)(x0) → α.

Proof. Without loss of generality we can assume x0 = 0. Now observe
(since Dn(−x) = Dn(x)) Sn(f)(0) = α + Sn(g)(0), where g(x) := 1

2(f(x) +
f(−x))− α and apply the previous result. □

10Ulisse Dini (1845–1918), Italian mathematician and politician

http://en.wikipedia.org/wiki/Ulisse Dini
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Note that this result is for example applicable whenever f has a left/right
limit and satisfies a Hölder condition of the form |f(x)−f(x0+)| ≤ C(x−x0)γ
for x > x0 and |f(x)−f(x0−)| ≤ C(x0−x)γ for x < x0 for some γ ∈ (0, 1]. In
this case we can choose α = f(x0+)+f(x0−)

2 implying |f(x0+x)+f(x0−x)−2α
x | ≤

2C|x|−1+γ .
Observe, that for the convergence of Sn(f)(x0) → f(x0) only the be-

havior of f near x0 is relevant. This is known as Riemann’s localization
principle.

It is a deep result of Carlson11 that Sn(f)(x) converges for a.e. x for
f ∈ L2(−π, π). This was later generalized to the case f ∈ Lp(−π, π) for 1 <
p <∞ by Hunt12. For f ∈ L1(−π, π) Kolmogorov13 gave an example which
diverges everywhere. Also, for continuous functions pointwise convergence
fails in general, as one can use the Banach–Steinhaus-Theorem1415 to show
that the set of continuous functions for which Sn(f) diverges at a given point
x is a dense Gδ set (Example 4.7 from [25]).
Example 8.6. The first example of a continuous function whose Fourier
series diverges at some point was given by du Bois-Reymond16. To con-
struct such an example we consider the Fourier series (a shifted version of
Problem 8.13)

f(x) :=
1

i
(x− π sign(x)) = −

∑
k∈Z\{0}

1

k
eikx, |x| ≤ π,

and make two observations: The first is that the partial sums fn := Sn(f)
are uniformly bounded since (8.36) below combined with Lemma 3.20 (v)
implies |fn(x)| ≤ π + 2n+1

n+1 ≤ π + 2. And the second is, that if we take the
negative half of the sum at x = 0, we get the harmonic series which diverges

Hn :=

n∑
k=1

1

k
≥
∫ n

1

dx

x
= log(n).

Now the idea is to look at

gN (x) := ei2NxfN (x).

The Fourier coefficients of gN are the same as those of fN , but they are
shifted such that they are nonzero for N ≤ k ≤ 3N instead of −N ≤ k ≤ N .
Hence, if we consider Sn(gN ) then we will get 0 for n < N and then we
add pf−N , pf−N+1, etc. until we have all coefficients once we have n ≥ 3N .

11Lennart Carlson (*1928), Swedish mathematician
12Richard Allen Hunt (1937–2009), American mathematician
13Andrey Kolmogorov (1903–1987), Soviet mathematician
14Stefan Banach (1892–1945), Polish mathematician
15Hugo Steinhaus (1887–1972), Polish mathematician
16Paul du Bois-Reymond (1831–1889), German mathematician

http://en.wikipedia.org/wiki/Lennart Carlson
http://en.wikipedia.org/wiki/Richard Allen Hunt
http://en.wikipedia.org/wiki/Andrey Kolmogorov
http://en.wikipedia.org/wiki/Stefan Banach
http://en.wikipedia.org/wiki/Hugo Steinhaus
http://en.wikipedia.org/wiki/Paul du Bois-Reymond
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In particular, we have Sn(gN )(0) = 0 for n < N , S2N (gN )(0) = HN , and
Sn(gN )(0) = fN (0) = 0 for n ≥ 3N . Now we consider

g(x) :=

∞∑
j=1

1

j2
gNj (x),

where Nj is chosen such that the supports of the Fourier coefficients of gNj

are disjoint for different j. Then, since fn (and hence gN ) is uniformly
bounded, the series converges uniformly and defines a continuous periodic
function. Moreover, S2Nj (g)(0) = j−2HNj and if we choose Nj such that
j−2HNj → ∞ as j → ∞, the partial Fourier sums Sn(g) will diverge at 0.
For example, the choice Nj = 3j

3 will satisfy both requirements. ⋄
Example 8.7. The Dirichlet-Dini criterion implies that at a jump, the
Fourier series converges to the mid point of the left/right limits. By Rie-
mann’s localization principle it suffices the look at a pure jump function,
e.g., f(x) = sign(x) at x = 0. If one plots Sn(f) (Figure 8.3), one notices
that Sn(f) will overshoot at the jumps and that the amount of overshooting
does not decrease as n → ∞. This is known as Gibbs phenomenon.17

Note that by Lemma 3.20 (v) this does not happen for S̄n(f).
Explicitly we have (Problem 8.12)

Sn(f)(x) =
4

π

n∑
k=0

1

2k + 1
sin((2k + 1)x)

and the locations of the extrema follow from the zeros of the derivative

Sn(f)
′(x) =

4

π

n∑
k=0

cos((2k + 1)x) =
sin(2(n+ 1)x)

2 sin(x)
.

To see the closed form use cos((2k + 1)x) = Re(ei(2k+1)x) and sum the
geometric series. In particular, the first positive maximum occurs at x =

π
2(n+1) and the value is given by

Sn(f)
( π

2(n+ 1)

)
=

2

n+ 1

n∑
k=0

sinc
(
π
2k + 1

2n+ 2

)
,

where sinc(x) := sin(x)
x . This value can be regarded as a Riemann sum

showing

lim
n→∞

Sn(f)
( π

2(n+ 1)

)
= 2

∫ 1

0
sinc(πx)dx = 1.17898.

⋄

17Josiah Willard Gibbs (1839–1903), American scientist

http://en.wikipedia.org/wiki/Josiah Willard Gibbs
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−π π

1

f(x)=sign(x)

S19(f)

Figure 8.3. Gibbs phenomenon

Problem* 8.12. Compute the Fourier series of f(x) := sign(x). For which
x ∈ [−π, π] does Sn(f)(x) converge to f(x)?

Problem 8.13. Compute the Fourier series of f(x) := x on [−π, π]. For
which x ∈ [−π, π] does Sn(f)(x) converge to f(x)?

Problem 8.14. Compute the Fourier series of f(x) := π
sin(απ)e

iαx on [−π, π]
for α ∈ C \ Z. For which x ∈ [−π, π] does Sn(f)(x) converge to f(x)?

Establish the partial fraction decomposition

πz cot(πz) = 1 + 2z2
∞∑
k=1

1

z2 − k2
, z ∈ C \ Z.

Problem 8.15. Show that for δ ∈ R and f ∈ L1(0, π) we have

lim
n→∞

∫ π

0
f(x) sin((n+ δ)x)dx = 0.

Use this to compute the Dirichlet integral

lim
R→∞

∫ R

0

sin(x)

x
dx =

π

2
.

(Hint: To evaluate the Dirichlet integral start from
∫ π
0 Dn(x)dx = π and

observe that 2
x − 1

sin(x/2) is continuous on [−π, π].)

Problem* 8.16. Show the summation by parts formula
n∑

j=m

gj(∂f)j = gnfn+1 − gm−1fm +

n∑
j=m

(∂∗g)jfj
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where,
(∂f)n = fn+1 − fn, (∂∗f)n = fn−1 − fn,

are the forward/backward difference operators.
Suppose the real-valued sequence an converges to zero and satisfies bn :=

−(∂∂∗a)n = an+1 + an−1 − 2an ≥ 0 for n ∈ N. Show that

• αn := (∂∗a)n = an−1 − an ≥ 0 is decreasing and converges to zero,
• nαn → 0,
• am =

∑∞
j=m+1(j −m)bj.

(Hint: To show the second claim use am − an ≥ (n−m)αn for n ≥ m. For
the third claim use summation by parts.)

Problem* 8.17. Let cn, n ∈ N0 be a nonnegative sequence tending to zero.
Then there is a convex sequence an (as in Lemma 8.7) satisfying cn ≤ an.
(Hint: Let M := supn∈N0

cn and choose jn such that cj ≤ M/n for j ≥ jn.
Now use linear interpolation between these points.)

Problem 8.18. Let (ak)k∈N be a nonnegative monotone decreasing sequence
which converges to zero and (bk(x))k∈N a sequence of complex-valued func-
tions for which Bn(x) =

∑n−1
k=1 bk(x) is uniformly bounded, |Bn(x)| ≤ C.

Show that (Dirichlet criterion) the series
∞∑
k=0

akbk(x)

converges uniformly.
Conclude that the Fourier cosine/sine series

∞∑
k=0

ak cos(kx),

∞∑
k=0

ak sin(kx)

converge uniformly on every compact subinterval 0 < |x| < 2π. (Hint: To
show the Dirichlet criterion use summation by parts from Problem 8.16.)

8.3. Uniform and absolute convergence

Finally, we want to know under which conditions we can get even stronger
forms of convergence (e.g. uniform convergence). One way of tackling this
question is to look at the decay of the Fourier coefficients.

The space of all periodic continuous functions which have summable
Fourier coefficients A together with the norm

∥f∥A :=
∑
k∈Z

| pfk|
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and the usual product is known as the Wiener algebra.18 Of course as
a Banach space it is isomorphic to ℓ1(Z). Indeed, by definition f 7→ pf
isometrically maps A → ℓ1(Z). To see that this map is surjective, note that
its inverse ℓ1(Z) → A is given by c 7→ f(x) :=

∑
k∈Z cke

ikx since by absolute
convergence of this series we can interchange summation and integration to
verify pfk = ck for all k ∈ Z.

To see that it is a Banach algebra note that

f(x)g(x) =
∑
k∈Z

pfke
ikx
∑
j∈Z

pgje
ijx =

∑
k,j∈Z

pfkpgje
i(k+j)x

=
∑
k∈Z

(∑
j∈Z

pfjpgk−j

)
eikx

implying
(xfg)k =

∑
j∈Z

pfjpgk−j . (8.28)

Moreover, interchanging the order of summation

∥fg∥A =
∑
k∈Z

∣∣∣∑
j∈Z

pfjpgk−j

∣∣∣ ≤∑
j∈Z

∑
k∈Z

| pfj ||pgk−j | = ∥f∥A∥g∥A

shows that A is indeed a Banach algebra. We remark that it is a celebrated
result of Wiener (Theorem 7.22 from [25]) that the reciprocal, provided the
function does not vanish on [−π, π], is again in the Wiener algebra.

An important observation in this respect is the fact that decay of the
coefficients is related to the smoothness of f . For example, if f is periodic of
period 2π and continuously differentiable, then integration by parts shows

pfk =
1

2πik

∫ π

−π
e−ikxf ′(x)dx, f ∈ C1

per[−π, π]. (8.29)

Then, since both k−1 and the Fourier coefficients of f ′ are square summable,
we conclude by the discrete Hölder inequality that pf is absolutely summable
and hence the Fourier series converges absolutely. So we have a simple
sufficient criterion for summability of the Fourier coefficients, but can we do
better?

A few improvements are easy: (8.29) holds for any class of functions
for which integration by parts holds, e.g., piecewise continuously differen-
tiable functions or, slightly more general, absolutely continuous func-
tions, which can be defined as the antiderivatives of integrable functions:

ACper[−π, π] := {f(x) = f(−π)+
∫ x

−π
g(y)dy | g ∈ L1[−π, π], f(π) = f(−π)}

18Norbert Wiener (1894–1964), American mathematician and philosopher

http://en.wikipedia.org/wiki/Norbert Wiener
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The function g is uniquely determined (a.e.) and known as the derivative,
written as f ′, of f . We refer to Section 4.4 for more on absolutely contin-
uous functions. Moreover, the derivative also does not have to be square
summable. Indeed for f ′ ∈ Lp with 1 < p ≤ 2 we have pf ′ ∈ ℓp/(p−1)(Z) by
Corollary 8.5 and hence k−1

pf ′k ∈ ℓ1(Z) by the discrete version of Hölder’s
inequality. However, f ′ ∈ L1 does not suffice since we already know that the
Fourier coefficients of an integrable function can decay arbitrary slow. So an
extra condition to ensure summability of the Fourier coefficients is needed.
Example 8.8. Considering the antiderivative of the function from Exam-
ple 8.5 (cf. also Problem 8.20) we see that the Fourier series

S(f)(x) =

∞∑
k=1

sin(kx)

k log(1 + k)

defines an absolutely continuous function whose Fourier series is not abso-
lutely summable (using the integral test and

∫
(x log(x))−1dx = log(log(x))).

It is also not difficult to construct a function with absolutely summable
Fourier coefficients which is not absolutely continuous (Problem 8.25). ⋄

One sufficient condition, as pointed out before, is f ′ ∈ Lp for some
p > 1. For another simple sufficient criterion recall that a periodic function
f ∈ Cper[−π, π] is called uniformly Hölder continuous with exponent γ ∈
(0, 1] if

[f ]γ := sup
x ̸=y

|f(x)− f(y)|
|x− y|γ

(8.30)

is finite (here we extend f to a periodic function on R to also cover the behav-
ior near the endpoints). Clearly, any Hölder continuous function is uniformly
continuous (explicitly we can choose δ = (ε/[f ]γ)

1/γ) and, in the special case
γ = 1, we obtain the Lipschitz continuous functions. The space of all
periodic Hölder continuous functions will be denoted by C0,γ

per[−π, π] and we
refer to Section 7.1 for further results on Hölder continuous functions.
Example 8.9. By the mean value theorem every function f ∈ C1

per[−π, π]
is Lipschitz continuous with [f ]1 ≤ ∥f ′∥∞. Slightly more general one can
show that an absolutely continuous function f ∈ ACper[−π, π] with f ′ ∈ Lp

for some p > 1 is Hölder continuous with [f ]1− 1
p
≤ ∥f ′∥p (see Problem 4.32).

However, the reverse direction is not true in general. That is, a Hölder
continuous function might not be absolutely continuous (see Problem 4.27
and Theorem 4.29 or Problem 8.25) unless it is Lipschitz continuous, in which
case it is absolutely continuous with a bounded derivative (see Lemma 7.15).

⋄
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Theorem 8.10 (Bernstein19). Suppose that f ∈ C0,γ
per[−π, π] is Hölder con-

tinuous of exponent γ > 1
2 , then the Fourier coefficients are summable with∑

k∈Z\{0}

| pfk| ≤ Cγ [f ]γ . (8.31)

Proof. In order to turn the Hölder condition |f(x + δ) − f(x)| ≤ [f ]γδ
γ

into an estimate for the Fourier coefficients, we look at the L2 norm of this
difference such that we can use Parseval’s identity. Now by Problem 8.1
the Fourier coefficients of f(x + δ) − f(x) are (eikδ − 1) pfk and to get rid
of this extra factor we restrict k according to 2π

3 ≤ |kδ| < 4π
3 such that

|eikδ − 1|2 = 2− 2 cos(kδ) ≥ 3. Hence, choosing δ := 2π
3 2−m, we obtain∑

2m≤|k|<2m+1

| pfk|2 ≤
1

3

∑
k

|eikδ − 1|2| pfk|2 =
1

6π

∫ π

−π
|f(x+ δ)− f(x)|2dx

≤ 1

3
[f ]2γδ

2γ .

Next we use Cauchy–Schwarz (note that the sum has 2·2m terms) to estimate
the sum over the Fourier coefficients

∑
2m≤|k|<2m+1

| pfk| ≤ 2(m+1)/2

 ∑
2m≤|k|<2m+1

| pfk|2
1/2

≤ 2(m+1)/2

√
3

[f ]γδ
γ

=

√
2

3

(
2π

3

)γ
2(1/2−γ)m[f ]γ .

Summing over m shows (8.31) with Cγ finite provided γ > 1
2 . □

Example 8.10. One can show that the Hardy–Littlewood series

ϕγ(x) :=
∞∑
k=1

eik log(k)

k1/2+γ
eikx

converges uniformly and defines a Hölder continuous function ϕγ ∈ C0,γ
per[−π, π]

for 0 < γ < 1; see [27, Theorem V.4.2]. Hence Bernstein’s theorem fails for
γ = 1

2 . ⋄

If we combine absolutely continuous with Hölder continuous, we can
drop the γ > 1

2 restriction. In fact, we can even weaken the conditions
a bit further. To this end let [a, b] ⊆ R be some compact interval and
f : [a, b] → C. Given a partition P = {a = x0, . . . , xn = b} of [a, b] we define

19Sergei Natanovich Bernstein (1880–1968), Soviet mathematician

http://en.wikipedia.org/wiki/Sergei Natanovich Bernstein
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the variation of f with respect to the partition P by

V (P, f) :=

n∑
k=1

|f(xk)− f(xk−1)|. (8.32)

The supremum over all partitions

V b
a (f) := sup

partitions P of [a, b]
V (P, f) (8.33)

is called the total variation of f over [a, b]. If the total variation is finite,
f is called of bounded variation. We refer to Section 4.4 for more on
functions of bounded variation.
Example 8.11. Absolutely continuous functions are of bounded variation
with

V b
a (f) ≤

∫ b

a
|f ′(x)|dx. (8.34)

Also monotone functions are of bounded variation with V b
a (f) = |f(b)−f(a)|.

In fact, every function of bounded variation can be written as a complex
linear combination of four monotone functions (Theorem 4.24). ⋄

Theorem 8.11 (Zygmund). Suppose f ∈ C0,γ
per[−π, π] for some γ > 0 is of

bounded variation, then pf is summable with∑
k∈Z\{0}

| pfk| ≤ Cγ
(
[f ]γV

π
−π(f)

)1/2
. (8.35)

Proof. The overall strategy is similar to the proof of Bernstein’s theorem.
We partition the interval [−π, π] into 2N intervals of equal length δ := π

N .
Then the assumption implies

N∑
l=−N+1

(f(x+ lδ)− f(x+ (l − 1)δ))2

≤ [f ]γδ
γ

N∑
l=−N+1

|f(x+ lδ)− f(x+ (l − 1)δ)| ≤ [f ]γV
π
−π(f)δ

γ .

Next we note that the Fourier coefficients of f(x+ lδ)− f(x+ (l − 1)δ) are
pfke

i(l−1)δk(eiδk − 1) and thus, integrating this inequality over [−π, π] (not-
ing that the integral is independent of l by periodicity), Parseval’s relation
further implies

2N
∑
k∈Z

| pfk|2|eikδ − 1|2 ≤ [f ]γV
π
−π(f)δ

γ .



244 8. Fourier series

Now we choose N := 2m and restrict the range of k to get rid of the extra
term: ∑

2m−1≤|k|<2m

| pfk|2 ≤
1

2

∑
2m−1≤|k|<2m

| pfk|2|eikδ − 1|2 ≤ 2−m−2[f ]γV
π
−π(f)δ

γ .

Next we invoke Cauchy–Schwarz ∑
2m−1≤|k|<2m

| pfk|

2

≤ 2m
∑

2m−1≤|k|<2m

| pfk|2 ≤
[f ]γV

π
−π(f)

4
δγ .

Finally, taking the square root of this inequality and summing over m shows∑
k ̸=0

| pfk| ≤
(
πγ [f ]γV

π
−π(f)

4

)1/2 ∞∑
m=1

2−γm/2 =

(
πγ [f ]γV

π
−π(f)

4(2γ/2 − 1)2

)1/2

and finishes the proof. □

Finally, we turn to uniform convergence. We first establish that the
Fourier series converges uniformly for Hölder continuous functions:

Theorem 8.12. Suppose that f ∈ C0,γ
per[−π, π] is Hölder continuous of expo-

nent γ > 0, then the Fourier series converges uniformly, ∥Sn(f)− f∥∞ → 0
as n→ ∞.

Proof. Using the estimate Fn(x) ≤ min(n, π
2

nx2
) for |x| ≤ π (Problem 8.3)

we obtain

∥S̄n(f)− f∥∞ ≤ sup
|x|≤π

1

2π

∫ π

−π
Fn(y)|f(x− y)− f(x)|dy

≤ [f ]γ
π

∫ π

0
Fn(y)|y|γdy ≤ πγ [f ]γ

{
1

1−γ2

(
2
nγ − 1+γ

n

)
, γ < 1,

log(n)+1/2
n , γ = 1.

Since Sn(S̄n(f)) = S̄n(f) we obtain from

Sn(f)− f = Sn(f − S̄n(f))− (f − S̄n(f))

that
∥Sn(f)− f∥∞ ≤ (∥Dn∥1 + 1)∥S̄n(f)− f∥∞

such that the claim follows from ∥Dn∥1 ≤ 2π(1+log(2n+1)) (Problem 8.4).
□

Another way to get uniform convergence is to impose extra conditions
such that convergence of the Cesàro means implies convergence of the series.
For example using (Problem 8.26)

Sn(f)(x)− S̄n+1(f)(x) =
1

n+ 1

n∑
k=−n

|k| pfke
ikx (8.36)
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we can conclude that unter the condition k pfk = o(1) (uniform) convergence
of S̄n(f)(x) implies (uniform) convergence of Sn(f)(x). In particular, this
applies to absolutely continuous functions. Moreover, we can do even better.

An extra condition ensuring convergence of Sn provided S̄n converges
is known as Tauberian condition in honor auf Tauber20 who first proved
such a result. The following Tauberian result by Hardy21 strengthens our
above observation:

Lemma 8.13 (Hardy). Suppose k pfk is bounded. Then (uniform) conver-
gence of S̄n(f) implies (uniform) convergence of Sn(f).

Proof. Since this is in essence a statement about Cesàro summable series
Sn =

∑n
k=0 ak we consider this case for notational simplicity (i.e., we set

a0 := pf0 and ak := pf−ke
−ikx + pfke

ikx). We start with (Problem 8.27)

Sn − S̄n+1 =
m+ 1

n−m

(
S̄n+1 − S̄m+1

)
+

1

n−m

n∑
k=m+1

(Sn − Sk), m < n,

and use

|Sn − Sk| ≤
n∑

j=k+1

M

j
≤ (n− k)M

k + 1
≤ (n−m− 1)M

m+ 2
, m+ 1 ≤ k ≤ n,

where M := supk∈N |kak|. Now, given n, we choose m such that this ex-
pression is smaller than Mε for a given ε > 0. Solving (n−m−1)

m+2 < ε for m
gives

n− ε

1 + ε
< m+ 1

and hence we choose m := ⌊n−ε1+ε ⌋. Then

|Sn − S̄n+1| ≤
1

ε

(
S̄n+1 − S̄m+1

)
+Mε

and letting n→ ∞ (which also implies m→ ∞) establishes the lemma. □

To apply this result, all we need is a condition for f ensuring the required
bound on the Fourier coefficients:

Theorem 8.14. Suppose f is of bounded variation, then

| pfk| ≤
V π
−π(f)

2|k|
, k ∈ Z \ {0}. (8.37)

Moreover, the Fourier series converges at every point

Sn(f)(x) →
f(x+) + f(x−)

2
, (8.38)

20Alfred Tauber (1866–1942), Austrian mathematician
21Godfrey Harold Hardy (1877–1947), English mathematician

http://en.wikipedia.org/wiki/Alfred Tauber
http://en.wikipedia.org/wiki/Godfrey Harold Hardy
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where f(x±) := limε↓0 f(x ± ε) denote the right/left sided limits (which ex-
ist since a function of bounded variation can be written as the sum of four
monotone functions, as already mentioned). If in addition f is continuous,
then the convergence is uniform.

Proof. Set δ = π
|k| and observe∫ π

−π
f(x)eikxdx =

k−1∑
j=−k

∫ (j+1)δ

jδ
f(x)eikxdx =

k−1∑
j=−k

∫ δ

0
f(jδ + x)eik(δj+x)dx

=

∫ δ

0

 k−1∑
j=−k

f(jδ + x)(−1)j

 eikxdx.

Hence | pfk| ≤ V π
−π(f)

δ
2π as claimed. The rest follows from Corollary 8.2 (ii)

and the previous lemma. □

Finally, we remark that it is possible to extend these results to the mul-
tidimensional case and expand periodic functions on f ∈ L1([−π, π]m) using

pf(k) =
1

(2π)m

∫
[−π,π]m

f(x)eik·xdmx, (8.39)

where k · x = k1x1 + · · · + kmxm is the Euclidean scalar product. Most
results extend without effort using the underlying product structure (e.g.
Fn(x1) · · ·Fn(xm) is an approximate identity on Rm by Example 3.6 and
hence eik·x = eik1x1 · · · eikmxm is an orthonormal basis for L2([−π, π]m), etc.).
We refer to [9] for further details.

Problem 8.19. Show that the convolution of two square integrable periodic
functions is in the Wiener algebra. (Hint: Problem 8.9.)

Problem 8.20. Show that the operator

I : L1(−π, π) → Cper[−π, π], f(x) 7→ F (x)− pf0x− 1

2π

∫ π

−π
F (x)dx,

where F (x) :=
∫ x
0 f(y)dy, satisfies

zI(f)k =

0, k = 0,
pfk
ik
, k ∈ Z \ {0}.

Show also ∥I(f)∥∞ ≤ 5
2∥f∥1.

Problem 8.21. Let f ∈ L1(−π, π). Show that f ∈ C∞
per[−π, π] if and only

if |km pfk| is bounded for all m ∈ N.
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Problem 8.22. Define the Sobolev space

Hs
per(−π, π) := {f ∈ L2(−π, π) | |k|s pfk ∈ ℓ2(Z)}.

Show that H1
per(−π, π) = {f ∈ ACper[−π, π] | f ′ ∈ L2(−π, π)}. Show that

the Fourier coefficients of f ∈ Hs
per(−π, π) are summable for s > 1

2 . Show
that this fails for s = 1

2 . (Hint: Problem 8.20 as well as Example 8.5.)

Problem 8.23. Show that if f ∈ C0,γ
per[−π, π] is Hölder continuous (cf.

(7.7)), then

| pfk| ≤
[f ]γ
2

(
π

|k|

)γ
, k ̸= 0.

Conclude that if f ∈ C l,γper[−π, π] (the set of periodic functions which are C l

and for which the highest derivative is Hölder continuous of exponent γ) we
have

| pfk| ≤
[f (l)]γ

2

(
π

|k|

)l+γ
, k ̸= 0.

(Hint: What changes if you replace e−iky by e−ik(y+π/k) in (8.3)? Now make
a change of variables y → y − π/k in the integral.)

Problem* 8.24. Show that f ∈ L1(−π, π) is in the Wiener algebra if it
has nonnegative Fourier coefficients and is continuous at 0. Conclude that
for f ∈ L1(−π, π) with sign(k) pfk ≥ 0 we have

∑
k ̸=0

pfk
k < ∞. (Hint: Apply

monotone convergence to S̄n(f)(0). For the second part use Problem 8.20.)

Problem 8.25. Consider the function

f(x) :=
∞∑
j=0

2−γjei2
jx, γ > 0.

Show:

(i) f is in the Wiener algebra (and in particular continuous).
(ii) f is not of bounded variation for 0 < γ < 1.
(iii) f is not absolutely continuous for 0 < γ ≤ 1.
(iv) f is Hölder continuous of exponent γ for 0 < γ < 1 but not Lips-

chitz continuous for γ = 1.

(Hint for (iv): To estimate |f(x+ δ)− f(x)| split the sum at an index n and
use |eix − 1| ≤ |x|, x ∈ R, for the first part and |eix − 1| ≤ 2, x ∈ R, for the
second. Now find a suitable value for n.)

Problem 8.26. Let Sn =
∑n

k=0 ak and S̄n := 1
n

∑n−1
k=0 Sk. Show

Sn − S̄n+1 =
1

n+ 1

n∑
k=1

kak.
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Conclude that a Cesàro summable series Sn converges provided kak → 0.

Problem* 8.27. Let Sn =
∑n

k=0 ak and S̄n := 1
n

∑n−1
k=0 Sk. Show that for

m < n

Sn − S̄n+1 =
m+ 1

n−m

(
S̄n+1 − S̄m+1

)
+

1

n−m

n∑
k=m+1

(Sn − Sk).

8.4. Applications

Here we present two applications of Fourier methods. We begin with Weyl’s22

approach to equidistribution. A sequence xn of real numbers is called equidis-
tributed in the interval [a, b] (with a < b) provided

lim
n→∞

|{j | xj ∈ [c, d]}|
n

=
d− c

b− a
(8.40)

for every subinterval [c, d] ⊆ [a, b]. This can be rephrased as

lim
n→∞

1

n

n∑
j=1

f(xj) =
1

b− a

∫ b

a
f(x)dx (8.41)

for every characteristic function f = χ[c,d].

Lemma 8.15 (Weyl’s criterion). A sequence xn is equidistributed in [a, b] if
and only if one to the following conditions holds:

(i) (8.41) holds for all characteristic functions f = χ[c,d] with [c, d] ⊆
[a, b].

(ii) (8.41) holds for all Riemann integrable functions f : [a, b] → C.
(iii) (8.41) holds for a set of functions whose linear span is dense in

C[a, b] (w.r.t. the ∥.∥∞ norm).

Proof. (i) ⇒ (ii). By linearity (8.41) holds for any linear combination of
characteristic functions of intervals, which are known as step functions. Now
let f : [a, b] → R be Riemann integrable. Then (Lemma 2.27) we can find a
partition P of [a, b] and corresponding step functions s− ≤ f ≤ s+ such that∫ b
a (s+(x)− s−(x))dx < (b− a)ε. Now

lim sup
n→∞

1

n

n∑
j=1

f(xj) ≤ lim sup
n→∞

1

n

n∑
j=1

s+(xj) =
1

b− a

∫ b

a
s+(x)dx

≤ 1

b− a

∫ b

a
f(x)dx− ε.

22Hermann Weyl (1885–1955), German mathematician

http://en.wikipedia.org/wiki/Hermann Weyl
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Since ε > 0 is arbitrary we conclude

lim sup
n→∞

1

n

n∑
j=1

f(xj) ≤
1

b− a

∫ b

a
f(x)dx.

Using s− we get the corresponding inequality for the lim inf, which estab-
lishes the claim for real functions. The case of complex functions follows by
considering real and imaginary parts.

(ii) ⇒ (iii). Follows since every continuous function is Riemann inte-
grable.

(iii) ⇒ (i). Since (8.41) remains true under uniform limits, we can assume
that (8.41) holds for all continuous functions. Now given f = χ[c,d] choose
two continuous functions f− ≤ f ≤ f+ with

∫ b
a (f+(x)− f−(x))dx < (b− a)ε

and argue as before. □

Example 8.12. It might be tempting to replace Riemann integrable by
(Lebesgue) integrable in (iii). However, this is clearly wrong as can be seen
by choosing for f the characteristic function of the range of the sequence.
Since the sequence is countable, we have f = 0 a.e. and hence the right-
hand-side of (8.41) equals 0 while the left-hand-side equals 1. ⋄

A striking application of this result is to choose the trigonometric poly-
nomials in (iii) to get that the sequence xn is equidistributed in [0, 1] if and
only if

lim
n→∞

1

n

n∑
j=1

e2πi kxj = 0

for all k ∈ N. For example, if xn := (γ n mod 1) for some γ ∈ R, then this
sequence is equidistributed if and only if γ is irrational. Indeed, we have

1

n

n∑
j=1

e2πi kγj =

{
e2πi γj

n
1−e2πi kγ(n+1)

1−e2πi kγ , kγ ̸∈ Z,
1, kγ ∈ Z,

from which we conclude

lim
n→∞

1

n

n∑
j=1

e2πi kγj =

{
0, kγ ̸∈ Z,
1, kγ ∈ Z.

Our second application is Hurwitz’s23 proof of the isoperimetric inequal-
ity which roughly states that a circle encloses the maximal area among all
curves with fixed length.

23Adolf Hurwitz (1859–1919), German mathematician

http://en.wikipedia.org/wiki/Adolf Hurwitz
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Theorem 8.16. Let Ω ⊆ R2 be a bounded C1 domain such that its boundary
can be parametrized by a C1 curve γ. Then

|Ω| ≤ ℓ(γ)2

4π
, (8.42)

where ℓ(γ) denotes the length of the curve, with equality if and only if γ is a
circle.

Proof. By choosing an affine change of parametrization we can assume that
γ : [−π, π] → R2 and by scaling we can assume that (cf. Problem 4.37) the
length is equal to 2π:

ℓ(γ) =

∫ π

−π

(
γ′1(t)

2 + γ′2(t)
2
)
dt = 2π.

Moreover, the are is given by (cf. Example 2.18):

|Ω| = 1

2

∫ π

−π

(
γ1(t)γ

′
2(t)− γ′1(t)γ2(t)

)
dt.

Now we expand the components of γ into Fourier series and use Parseval’s
relation (8.13) and (8.29) to get∑

k∈Z
k2
(
|pγ1,k|2 + |pγ2,k|2

)
=
ℓ(γ)

2π
= 1

and
|Ω|
π

= i
∑
k∈Z

k
(
pγ∗1,kpγ2,k − pγ∗2,kpγ1,k

)
= 2

∑
k∈Z

kIm
(
pγ1,kpγ∗2,k

)
.

Now we use 2|Im(ab∗)| ≤ |a|2 + |b|2 (expand |a+ ib∗|2 ≥ 0) to obtain
|Ω|
π

≤
∑
k∈Z

k
(
|pγ1,k|2 + |pγ2,k|2

)
≤
∑
k∈Z

k2
(
|pγ1,k|2 + |pγ2,k|2

)
= 1,

which is the desired inequality.
Since we have |k| < k2 for k ≥ 2 we must have |pγ1,k|2 + |pγ2,k|2 = 0 for

k ≥ 2 to have equality in the last estimate. Since γ is real-valued and we also
have |pγ1,1|2 + |pγ2,1|2 = 1/2 this shows pγ1,±1 =

cos(α)√
2

e±iδ1 , pγ1,±1 =
cos(α)√

2
e±iδ1

for some α, δ1, δ2 ∈ R. Finally, since we must also have equality in the first
step this shows 2Im(cos(α) sin(α)ei(δ1−δ2)) = 2 cos(α) sin(α) sin(δ1 − δ2) = 1
which implies α = π

4 mod π/2 and δ1 − δ2 = π/2 mod π. Changing δ1, δ2
we can assume cos(α) = sin(α) = 1/

√
2 which shows γ(t) = (c1 + cos(t +

δ), c1 + sin(t+ δ)) for some real constants. □



Chapter 9

The Fourier transform

9.1. The Fourier transform on L1 and L2

For f ∈ L1(Rn) we define its Fourier transform1 via

F(f)(p) ≡ pf(p) :=
1

(2π)n/2

∫
Rn

e−ipxf(x)dnx. (9.1)

Here px = p1x1 + · · · + pnxn is the usual scalar product in Rn and we will
use |x| =

√
x21 + · · ·+ x2n for the Euclidean norm.

Lemma 9.1. The Fourier transform is a bounded map from L1(Rn) into
Cb(Rn) satisfying

∥ pf∥∞ ≤ (2π)−n/2∥f∥1. (9.2)

Proof. Since |e−ipx| = 1 the estimate (9.2) is immediate from

| pf(p)| ≤ 1

(2π)n/2

∫
Rn

|e−ipxf(x)|dnx =
1

(2π)n/2

∫
Rn

|f(x)|dnx.

Moreover, a straightforward application of the dominated convergence theo-
rem shows that pf is continuous. □

Note that if f is nonnegative we have equality: ∥ pf∥∞ = (2π)−n/2∥f∥1 =
pf(0).

The following simple properties are left as an exercise.

1Joseph Fourier (1768–1830), French mathematician and physicist

251

http://en.wikipedia.org/wiki/Joseph Fourier


252 9. The Fourier transform

Lemma 9.2. Let f ∈ L1(Rn). Then

(f(x+ a))∧(p) = eiap pf(p), a ∈ Rn, (9.3)

(eixaf(x))∧(p) = pf(p− a), a ∈ Rn, (9.4)

(f(Mx))∧(p) = | det(M)|−1
pf((M−1)T p), M ∈ GL(Rn), (9.5)

(f(λx))∧(p) =
1

λn
pf(
p

λ
), λ > 0, (9.6)

(f(−x))∧(p) = pf(−p). (9.7)

Next we look at the connection with differentiation.

Lemma 9.3. Suppose f ∈ C1(Rn) such that f, ∂jf ∈ L1(Rn) for some
1 ≤ j ≤ n. Then

(∂jf)
∧(p) = ipj pf(p). (9.8)

Similarly, if f(x), xjf(x) ∈ L1(Rn) for some 1 ≤ j ≤ n, then pf(p) is differ-
entiable with respect to pj and

(xjf(x))
∧(p) = i∂j pf(p). (9.9)

Proof. Let us assume j = 1 for notational simplicity and set x̃ = (x2, . . . , xn)
such that x = (x1, x̃). Then f, ∂1f ∈ L1(Rn) implies that both x1 7→ f(x1, x̃)
and x1 7→ ∂1f(x1, x̃) are in L1(R) for a.e. x̃ ∈ Rn−1 by Fubini. Moreover, for
such x̃ the identity f(x1, x̃) = f(0, x̃)+

∫ x1
0 ∂1f(t, x̃)dt shows that the limits

limx1→±∞ f(x1, x̃) exist and are finite. Moreover, by integrability of f(., x̃)
these limits must be zero. Hence for such x̃ integration by parts implies∫
R
e−ip1x1 ∂f

∂x1
(x1, x̃)dx1 = e−ip1x1f(x1, x̃)

∣∣∞
−∞ −

∫
R

(
∂

∂x1
e−ip1x1

)
f(x1, x̃)dx1

= ip1

∫
R
e−ip1x1f(x1, x̃)dx1.

Multiplying this identity with (2π)−n/2e−ip̃x̃ and integrating with respect to
x̃ establishes (∂1f)

∧(p) = ip1j pf(p).
Similarly, the second formula follows from

(xjf(x))
∧(p) =

1

(2π)n/2

∫
Rn

xje
−ipxf(x)dnx

=
1

(2π)n/2

∫
Rn

(
i
∂

∂pj
e−ipx

)
f(x)dnx = i

∂

∂pj
pf(p),

where interchanging the derivative and integral is permissible by Problem 2.13.
In particular, pf(p) is differentiable. □

This result immediately extends to higher derivatives. Roughly speaking
this lemma shows that the decay of a function is related to the smoothness
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of its Fourier transform and the smoothness of a function is related to the
decay of its Fourier transform.

Next, let C∞(Rn) be the set of all complex-valued functions which have
partial derivatives of arbitrary order. For f ∈ C∞(Rn) and α ∈ Nn0 we set

∂αf :=
∂|α|f

∂xα1
1 · · · ∂xαn

n
, xα := xα1

1 · · ·xαn
n , |α| := α1 + · · ·+ αn. (9.10)

An element α ∈ Nn0 is called a multi-index and |α| is called its order. We
will also set (λx)α = λ|α|xα for λ ∈ R. Recall the Schwartz space

S(Rn) := {f ∈ C∞(Rn)| sup
x

|xα(∂βf)(x)| <∞, ∀α, β ∈ Nn0} (9.11)

which is a subspace of Lp(Rn) and which is dense for 1 ≤ p < ∞ (since
C∞
c (Rn) ⊂ S(Rn)). Together with the seminorms ∥xα(∂βf)(x)∥∞ it is a

Fréchet space. Note that if f ∈ S(Rn), then the same is true for xαf(x) and
(∂αf)(x) for every multi-index α. Also, by Leibniz’ rule, the product of two
Schwartz functions is again a Schwartz function.

Lemma 9.4. The Fourier transform satisfies F : S(Rn) → S(Rn). Further-
more, for every multi-index α ∈ Nn0 and every f ∈ S(Rn) we have

(∂αf)
∧(p) = (ip)α pf(p), (xαf(x))∧(p) = i|α|∂α pf(p). (9.12)

Proof. The formulas are immediate from the previous lemma. To see that
pf ∈ S(Rn) if f ∈ S(Rn), we begin with the observation that pf is bounded
by (9.2). But then pα(∂β pf)(p) = i−|α|−|β|(∂αx

βf(x))∧(p) is bounded since
∂αx

βf(x) ∈ S(Rn) if f ∈ S(Rn). □

Hence we will sometimes write pf(x) for −i∂f(x), where ∂ = (∂1, . . . , ∂n)
is the gradient.

In particular, this allows us to conclude that the Fourier transform of an
integrable function will vanish at ∞. Recall that we denote the space of all
continuous functions f : Rn → C which vanish at ∞ by C0(Rn).

Corollary 9.5 (Riemann-Lebesgue). The Fourier transform maps L1(Rn)
into C0(Rn).

Proof. First of all recall that C0(Rn) equipped with the sup norm is a
Banach space and that S(Rn) is dense (Problem 7.4). By the previous lemma
we have pf ∈ C0(Rn) if f ∈ S(Rn). Moreover, since S(Rn) is dense in L1(Rn),
the estimate (9.2) shows that the Fourier transform extends to a continuous
map from L1(Rn) into C0(Rn). □

Next we will turn to the inversion of the Fourier transform. As a prepa-
ration we will need the Fourier transform of a Gaussian.
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Lemma 9.6. We have e−z|x|
2/2 ∈ S(Rn) for Re(z) > 0 and

F(e−z|x|
2/2)(p) =

1

zn/2
e−|p|2/(2z). (9.13)

Here zn/2 is the standard branch with branch cut along the negative real axis.

Proof. Due to the product structure of the exponential, one can treat each
coordinate separately, reducing the problem to the case n = 1 (Problem 9.3).

Let ϕz(x) := exp(−zx2/2). Then ϕ′z(x) + zxϕz(x) = 0 and hence
i(ppϕz(p) + zpϕ′z(p)) = 0. Thus pϕz(p) = cϕ1/z(p) and (Problem 2.23)

c = pϕz(0) =
1√
2π

∫
R
exp(−zx2/2)dx =

1√
z

at least for z > 0. However, since the integral is holomorphic for Re(z) > 0
by Problem 2.18, this holds for all z with Re(z) > 0 if we choose the branch
cut of the root along the negative real axis. □

Now we can show

Theorem 9.7. The Fourier transform is a bounded injective map from
L1(Rn) into C0(Rn). Its inverse is given by

f(x) = lim
ε↓0

1

(2π)n/2

∫
Rn

eipx−ε|p|
2/2

pf(p)dnp, (9.14)

where the limit has to be understood in L1. Moreover, (9.14) holds at every
Lebesgue point (cf. Theorem 4.6) and hence in particular at every point of
continuity.

Proof. Abbreviate ϕε(x) := (2π)−n/2 exp(−ε|x|2/2). Then the right-hand
side is given by∫

Rn

ϕε(p)e
ipx

pf(p)dnp =
1

(2π)n/2

∫
Rn

∫
Rn

ϕε(p)e
ipxf(y)e−ipydnydnp

and, invoking Fubini, Lemma 9.6, and (9.4), we further see that this is equal
to

=

∫
Rn

(ϕε(p)e
ipx)∧(y)f(y)dny =

∫
Rn

1

εn/2
ϕ1/ε(y − x)f(y)dny.

But the last integral converges to f in L1(Rn) by Lemma 3.21. Moreover, it
is straightforward to see that it converges at every point of continuity. The
case of Lebesgue points follows from Problem 10.15 below. □

Of course when pf ∈ L1(Rn), the limit is superfluous and we obtain
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Corollary 9.8. Suppose f, pf ∈ L1(Rn). Then

( pf)∨ = f, (9.15)

where
qf(p) :=

1

(2π)n/2

∫
Rn

eipxf(x)dnx = pf(−p). (9.16)

In particular, F : F 1(Rn) → F 1(Rn) is a bijection, where

F 1(Rn) := {f ∈ L1(Rn)| pf ∈ L1(Rn)}. (9.17)

Moreover, F : S(Rn) → S(Rn) is a bijection.

Observe that we have F 1(Rn) ⊂ L1(Rn) ∩ C0(Rn) ⊂ Lp(Rn) for any
p ∈ [1,∞] (cf. also Problem 9.2) and choosing f continuous (9.15) will hold
pointwise. However, note that F : L1(Rn) → C0(Rn) is not onto.
Example 9.1. Consider the function f ∈ Cc(R) given by

f(x) :=
|x| − 1/2

2i log(|x|)
χ[−1/2,1/2](x)

with
pf(p) =

∫ 1/2

0

x− 1/2

log(x)
sin(px)dx.

Then pf is not integrable since∫ ∞

0
e−εp pf(p)dp =

∫ 1/2

0

x− 1/2

log(x)

x

ε2 + x2
dx →

ε↓0
∞

by Fubini and monotone convergence. Hence f ̸∈ Ran(F). To get an exam-
ple in arbitrary dimensions use Problem 9.3. ⋄

Another way of showing that F : L1(Rn) → C0(Rn) is not onto is by
showing that the inverse Fourier transform F−1 is not continuous (cf. Prob-
lem 9.10). Nevertheless the inverse Fourier transform F−1 is a closed map
from Ran(F) → L1(Rn) since the inverse of a bounded operator is always
closed (cf. Lemma 8.1 from [25]).

Lemma 9.9. Suppose f ∈ F 1(Rn). Then f, pf ∈ L2(Rn) and

∥f∥22 = ∥ pf∥22 ≤ (2π)−n/2∥f∥1∥ pf∥1 (9.18)

holds.

Proof. This follows from Fubini’s theorem since∫
Rn

| pf(p)|2dnp = 1

(2π)n/2

∫
Rn

∫
Rn

f(x)∗ pf(p)eipxdnp dnx

=

∫
Rn

|f(x)|2dnx
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for f, pf ∈ L1(Rn). □

The identity ∥f∥2 = ∥ pf∥2 is known as the Plancherel identity. Thus
we can extend F to all of L2(Rn) by setting F(f) := limm→∞F(fm), where
fm is an arbitrary sequence from, say, S(Rn) converging to f in the L2 norm
(cf. Theorem 1.16 from [25]).

Theorem 9.10 (Plancherel2). The Fourier transform F extends to a unitary
operator F : L2(Rn) → L2(Rn).

Proof. As already noted, F extends uniquely to a bounded operator on
L2(Rn). Since Plancherel’s identity remains valid by continuity of the norm
and since its range is dense, this extension is a unitary operator. □

We also note that this extension is still given by (9.1) whenever the
right-hand side is integrable.

Lemma 9.11. Let f ∈ L1(Rn)∩L2(Rn), then (9.1) continues to hold, where
F now denotes the extension of the Fourier transform from S(Rn) to L2(Rn).
Moreover, we still have (F−1f)(x) = (Ff)(−x) and also (9.14) continues to
hold if the limit is taken in L2.

Proof. If f ∈ L1∩L2 has compact support, then by Lemma 3.20 its mollifi-
cation ϕε ∗ f ∈ C∞

c (Rn) converges to f both in L1 and L2. Hence the claim
holds for every f with compact support. Finally, for general f ∈ L1 ∩ L2

consider fm := fχBm(0). Then fm → f in both L1 and L2 and the claim
follows.

For the second claim note that (F−1f)(x) = (Ff)(−x) at least for f ∈
S(Rn) which remains true when taking limits in L2. Similarly,∫

Rn

ϕε(p)e
ipx

pf(p)dnp =

∫
Rn

1

εn/2
ϕ1/ε(y − x)f(y)dny

holds for f ∈ S(Rn) (as established in the proof of Theorem 9.7) and remains
true when taking limits in L2. Hence the claim follows by taking ε ↓ 0 using
Lemma 3.21 as in the proof of Theorem 9.7. □

In particular, for f ∈ L2(Rn) we have

pf(p) = lim
m→∞

1

(2π)n/2

∫
|x|≤m

e−ipxf(x)dnx, (9.19)

where the limit has to be understood in L2(Rn) and can be omitted if f ∈
L1(Rn) ∩ L2(Rn).

Another useful property is the convolution formula (cf. Lemma 3.20).

2Michel Plancherel (1885–1967), Swiss mathematician

http://en.wikipedia.org/wiki/Michel Plancherel
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Lemma 9.12. Let f, g ∈ L1(Rn). Then f ∗ g ∈ L1(Rn) with

(f ∗ g)∧ = (2π)n/2 pfpg. (9.20)

Proof. That f ∗g ∈ L1 was shown in Lemma 3.20 and hence we can compute

(f ∗ g)∧(p) = 1

(2π)n/2

∫
Rn

e−ipx

(∫
Rn

f(y)g(x− y)dny

)
dnx

=

∫
Rn

e−ipyf(y)

(
1

(2π)n/2

∫
Rn

e−ip(x−y)g(x− y)dnx

)
dny

=

∫
Rn

e−ipyf(y)pg(p)dny = (2π)n/2 pf(p)pg(p),

where we have used Fubini’s theorem. □

Example 9.2. The image of the integrable functions under the Fourier
transform is known as the Wiener algebra

A(Rn) := { pf |f ∈ L1(Rn)}.

By construction, this is just the range of the Fourier transform F(L1(Rn)) ⊆
C0(Rn) and the Fourier transform is a bijection F : L1(Rn) → A(Rn). If we
equip it with the norm ∥ pf∥A := (2π)−n/2∥f∥1, we get a Banach space iso-
morphic to L1(Rn) and the norm satisfies ∥f∥∞ ≤ ∥f∥A by (9.2). Moreover,
Lemma 9.12 shows that the product of two functions f, g ∈ A(Rn) is again
in the Wiener algebra with

∥fg∥A ≤ ∥f∥A∥g∥A.

In other words, the Wiener algebra is a Banach algebra (without identity). ⋄

As a consequence we can also deal with the case of convolution on S(Rn)
as well as on L2(Rn).

Corollary 9.13. Let g ∈ L1(Rn) and f ∈ L2(Rn). Then f ∗g ∈ L2(Rn) and

(f ∗ g)∧ = (2π)n/2 pfpg. (9.21)

Proof. The fact that f ∗ g is in L2 was shown in Lemma 3.20. Hence taking
a cutoff fm := fχBm(0) such that fm ∈ L1∩L2 and fm → f in L2 establishes
the claim upon taking the limit in (fm ∗ g)∧ = (2π)n/2 pfmpg. □

Corollary 9.14. The convolution of two S(Rn) functions as well as their
product is in S(Rn) and

(f ∗ g)∧ = (2π)n/2 pfpg, (fg)∧ = (2π)−n/2 pf ∗ pg (9.22)

in this case.
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Proof. Clearly the product of two functions in S(Rn) is again in S(Rn)
(show this!). Since S(Rn) ⊂ L1(Rn) the previous lemma implies (f ∗ g)∧ =

(2π)n/2 pfpg ∈ S(Rn). Moreover, since the Fourier transform is injective on
L1(Rn) we conclude f ∗ g = (2π)n/2( pfpg)∨ ∈ S(Rn). Replacing f, g by qf, qg in
the last formula finally shows qf ∗ qg = (2π)n/2(fg)∨ and the claim follows by
a simple change of variables using qf(p) = pf(−p). □

Corollary 9.15. The convolution of two L2(Rn) functions is in Ran(F) ⊂
C0(Rn) and we have ∥f ∗ g∥∞ ≤ ∥f∥2∥g∥2 as well as

(fg)∧ = (2π)−n/2 pf ∗ pg, (f ∗ g)∧ = (2π)n/2 pfpg (9.23)

in this case. Here (f ∗ g)∧ should be understood as a limit as in (9.14) but
with eipx replaced by e−ipx.

Proof. The inequality ∥f ∗ g∥∞ ≤ ∥f∥2∥g∥2 is immediate from Cauchy–
Schwarz and shows that the convolution is a continuous bilinear form from
L2(Rn) to L∞(Rn). Now take sequences fm, gm ∈ S(Rn) converging to
f, g ∈ L2(Rn). Then using the previous corollary together with continuity
of the Fourier transform from L1(Rn) to C0(Rn) and on L2(Rn) we obtain

(fg)∧ = lim
m→∞

(fmgm)
∧ = (2π)−n/2 lim

m→∞
pfm ∗ pgm = (2π)−n/2 pf ∗ pg.

Now taking the inverse Fourier transform we have fg = (2π)−n/2F−1
pf ∗ pg

and replacing f, g by qf, qg (by virtue of bijectivety of F on L2) we further
get qfqg = (2π)−n/2F−1f ∗ g and after a reflection, qf(p) = pf(−p), the second
equality pfpg = (2π)−n/2Ff ∗ g. □

Finally, note that by looking at the Gaussians ϕλ(x) = exp(−λx2/2) one
observes that a well centered peak transforms into a broadly spread peak and
vice versa. This turns out to be a general property of the Fourier transform
known as uncertainty principle. One quantitative way of measuring this
fact is to look at

∥(xj − x0)f(x)∥22 =
∫
Rn

(xj − x0)2|f(x)|2dnx, (9.24)

which will be small if f is well concentrated around x0 in the j’th coordinate
direction.

Theorem 9.16 (Heisenberg3 uncertainty principle). Suppose f ∈ S(Rn).
Then for any a, b ∈ R we have

∥(xj − a)f(x)∥2∥(pj − b) pf(p)∥2 ≥
∥f∥22
2

(9.25)

3Werner Heisenberg (1901–1976), German theoretical physicist

http://en.wikipedia.org/wiki/Werner Heisenberg
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with equality if and only if f(x) = f̃(x̃)eipjb−σ(xj−a)
2 with σ > 0 and f̃ ∈

L2(Rn−1) real-valued up to a constant complex phase. Here x̃ = (x1, . . . , xj−1,
xj+1, . . . , xn).

Proof. Replacing f(x) by e−ixjbf(x+ aej) (where ej is the unit vector into
the j’th coordinate direction) we can assume a = b = 0 by Lemma 9.2. Using
integration by parts we have

∥f∥22 =
∫
Rn

|f(x)|2dnx = −
∫
Rn

xj∂j |f(x)|2dnx = −2Re

∫
Rn

xjf(x)
∗∂jf(x)d

nx.

Hence, by Cauchy–Schwarz,

∥f∥22 ≤ 2∥xjf(x)∥2∥∂jf(x)∥2 = 2∥xjf(x)∥2∥pj pf(p)∥2

the inequality follows. To have equality in the Cauchy–Schwarz inequality
we need ∂jf(x) = σxjf(x)

∗ for some σ ∈ C. Without loss of generality we
can assume f(0) = 1 and solving this ordinary differential equation (this is
a first oder system for the real and imaginary parts) shows that all square
integrable solutions are of the form f(x) = f̃(x̃)e−σx

2
j/2 with f̃ ∈ L2(Rn−1)

real-valued and σ > 0. □

The name stems from quantum mechanics, where |f(x)|2 is interpreted
as the probability distribution for the position of a particle and | pf(p)|2 is
interpreted as the probability distribution for its momentum. In particular
∥f∥2 = 1. The the expectation values for a measurement of the position,
momentum is given by

x̄ =

∫
Rn

x|f(x)|2dnx, p̄ =

∫
Rn

p| pf(p)|2dnp (9.26)

respectively, and the variance is given by

σ2x =

∫
Rn

|x− x̄|2|f(x)|2dnx, σp =

∫
Rn

|p− p̄|2| pf(p)|2dnp (9.27)

and the above theorem implies

σxσp ≥
n

2
(9.28)

with equality for Gaussians. This is the classical form of Heisenberg uncer-
tainty principle implying that one cannot simultaneously measure position
and momentum of a particle with arbitrary precision.

Another version states that f and pf cannot both have compact support.

Theorem 9.17. Suppose that f ∈ L1(Rn) and pf has compact support, then
f is real analytic. In particular, f can only vanish on a discrete set unless
it vanishes identically.
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Proof. By Theorem 9.7 we have

f(x) =
1

(2π)n/2

∫
A
eixp pf(p)dnp, A := supp( pf).

Moreover, by the multinomial theorem

eixp =

∞∑
k=0

ik
(xp)k

k!
=
∑
α

i|α|
xαpα

α!

and hence

f(x) =
∑
α

cα
α!

(x− y)α, cα :=
i|α|

(2π)n/2

∫
A
pαeiyp pf(p)dnp.

In particular, cα = ∂αf(y) and for y ̸∈ supp(f) we conclude ∂αf(y) = 0 for
all multi-indices α, that is, f = 0. □

Problem 9.1. Show that S(Rn) ⊂ Lp(Rn). (Hint: If f ∈ S(Rn), then
|f(x)| ≤ Cm

∏n
j=1(1 + x2j )

−m for every m.)

Problem 9.2. Show that F 1(Rn) ⊂ Lp(Rn) with

∥f∥p ≤ (2π)
−n

2
(1− 1

p
)∥f∥

1
p

1 ∥ pf∥
1− 1

p

1 .

Moreover, show that S(Rn) ⊂ F 1(Rn) and conclude that F 1(Rn) is dense
in Lp(Rn) for p ∈ [1,∞). (Hint: Use xp ≤ x for 0 ≤ x ≤ 1 to show
∥f∥p ≤ ∥f∥1−1/p

∞ ∥f∥1/p1 .)

Problem* 9.3. Suppose fj ∈ L1(R), j = 1, . . . , n and set f(x) :=
∏n
j=1 fj(xj).

Show that f ∈ L1(Rn) with ∥f∥1 =
∏n
j=1 ∥fj∥1 and pf(p) =

∏n
j=1

pfj(pj).

Problem 9.4. Compute the Fourier transform of the following functions
f : R → C:

(i) f(x) = χ(−1,1)(x). (ii) f(x) = e−k|x|

k , Re(k) > 0.

Problem 9.5. Show that

ψn(x) := Hn(x)e
−x2

2 ∈ S(R),

where Hn(x) is the Hermite polynomial4 [16, (12.7.2)] of degree n given
by

Hn(x) := e
x2

2

(
x− d

dx

)n
e−

x2

2 ,

are eigenfunctions of the Fourier transform: pψn(p) = (−i)nψn(p).

4Charles Hermite (1822–1901), French mathematician

http://dlmf.nist.gov/12.7.E2
http://en.wikipedia.org/wiki/Charles Hermite
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Problem 9.6. Prove the Poisson summation formula∑
n∈Z

f(n)e−inx =
√
2π
∑
m∈Z

pf(x+ 2πm),

where f ∈ L1(R) satisfies |f(x)|+ | pf(x)| ≤ C
(1+|x|)α for some α > 1.

Derive Jacobi’s identity

ϑ(
z

τ
,−1

τ
) =

√
−iτeiπz

2/τϑ(z, τ)

for the Jacobi theta function from Example 8.1. (Hint: Compute the Fourier
coefficients of the right-hand side. To this end observe that the integrals over
[−π, π] give a tiling of R when m runs through all values in Z.)

Problem 9.7. Suppose f ∈ L1(R) satisfies |f(x)| + | pf(x)| ≤ C
(1+|x|)α for

some α > 1. Prove the Whittaker–Shannon interpolation formula:5

f(x) =
∑
n∈Z

f(n) sinc(π(x− n))

provided supp( pf) ⊆ [−π, π]. Here sinc(x) := sin(x)
x . (Hint: Use the Poisson

summation formula to express pf and take the inverse Fourier transform.)

Problem 9.8. Show ∫ ∞

0

sin(x)2

x2
dx =

π

2
.

Furthermore, use integration by parts to compute the Dirichlet integral

lim
R→∞

∫ R

0

sin(x)

x
dx =

π

2
.

(Hint: Problem 9.4 (i).)

Problem 9.9. Suppose f ∈ L1(Rn). If f is continuous at 0 and pf(p) ≥ 0
then

f(0) =
1

(2π)n/2

∫
Rn

pf(p)dnp.

Use this to show the Plancherel identity for f ∈ L1(Rn)∩L2(Rn) by applying
it to F := f ∗ f̃ , where f̃(x) = f(−x)∗.

Problem* 9.10. Show that F : L1(Rn) → C0(Rn) is not onto as follows:
(i) The range of F is dense.
(ii) F is onto if and only if it has a bounded inverse.
(iii) F has no bounded inverse.

5Edmund Taylor Whittaker (1873–1956), British mathematician, physicist, and historian of
science

5Claude Shannon (1916–2001), American mathematician, electrical engineer, and cryptogra-
pher known as "the father of information theory"

http://en.wikipedia.org/wiki/Edmund Taylor Whittaker
http://en.wikipedia.org/wiki/Claude Shannon
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(Hint for (iii): Consider ϕz(x) = exp(−zx2/2) for z = λ+iω with λ > 0.)

Problem 9.11 (Wiener). Suppose f ∈ L2(Rn). Then the set {f(x+ a)|a ∈
Rn} is total in L2(Rn) if and only if pf(p) ̸= 0 a.e. (Hint: Use Lemma 9.2
and the fact that a subspace is total if and only if its orthogonal complement
is zero.)

Problem 9.12 (Rellich). Let C be a positive constant and let fj : Rn → R
be two measurable functions such that fj(x) ≥ 1 with lim|x|→∞ fj(x) = ∞
for j = 0, 1. Then the set {f ∈ L2(Rn)| ∥f0f∥2 + ∥f1 pf∥2 ≤ C} is compact in
L2(Rn). (Hint: Example 3.3.)

Problem 9.13. Suppose f(x)ek|x| ∈ L1(R) for some k > 0. Then pf(p) has
an analytic extension to the strip |Im(p)| < k.

Problem 9.14. Consider the Hilbert space L2(R, w(x)dx) corresponding
to a nonnegative weight w. The corresponding orthogonal polynomials are
uniquely defined up to normalization by applying Gram–Schmidt to the mono-
mials.

Suppose |w(x)| ≤ Ce−k|x| for some C, k > 0. Show that the orthogo-
nal polynomials are dense in L2(R, w(x)dx). (Hint: It suffices to show that∫
f(x)xjw(x)dx = 0 for all j ∈ N0 implies f = 0. Consider the Fourier

transform of f(x)w(x) and note that it has an analytic extension by Prob-
lem 9.13. Hence this Fourier transform will be zero if, e.g., all derivatives
at p = 0 are zero.)

9.2. Some further topics

A function f : Rn → C is called spherically symmetric (or radial) if it is
invariant under rotations; that is, f(Ox) = f(x) for all O ∈ SO(Rn) (equiv-
alently, f depends only on the distance to the origin |x|). By Lemma 9.2 we
have (f ◦O)∧ = pf ◦O (recall |det(O)| = 1) and hence the Fourier transform
of a spherically symmetric function is again spherically symmetric. In fact,
in this case the integral can be evaluated using spherical coordinates. The
final result can be expressed in terms of the the Hankel transform

Hν(f)(r) =

∫ ∞

0
f(s)Jν(sr)s ds, ν ≥ −1

2
, (9.29)

with

Jν(z) :=

∞∑
j=0

(−1)j

j!Γ(ν + j + 1)

(z
2

)2j+ν
(9.30)

the Bessel function of order ν ∈ C ([16, (10.2.2)]; see Problem 9.15).

http://dlmf.nist.gov/10.2.E2
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Example 9.3. Note that for half integer order the Bessel functions reduce
to trigonometric functions. In fact, we have (Problem 9.17)

J−1/2(z) =

√
2

πz
cos(z).

and using Problem 9.15 (i) one gets

Jν+n(z) = (−1)nzν+n
(
1

z

d

dz

)n
z−νJν(z).

In particular,

J1/2(z) =

√
2

πz
sin(z), J3/2(z)

√
2

πz

(
− cos(z) +

1

z
sin(z)

)
,

etc. ⋄

It will be convenient to use the following modified version

H̃ν(f)(r) = Hν(f(s)(s/r)
ν)(r) =

∫ ∞

0
f(s)J̃ν(sr)s

2ν+1ds, (9.31)

where J̃ν(z) := z−νJν(z). Note that the integral representation from Prob-
lem 9.16 implies that J̃ν(r) is bounded for r > 0, ν ≥ −1

2 , explicitly,
|J̃ν(r)| ≤ (

√
πΓ(ν + 1

2)2
ν)−1. In particular, the modified Hankel transform

is a bounded linear transform L1((0,∞), r2ν+1dr) → Cb([0,∞)). Moreover,
using the connection with the Fourier transform established below, one sees
that it is unitary on L2((0,∞), r2ν+1dr) at least for ν = n

2 − 1, n ∈ N. In
the latter case the integral has to be understood as a limit limm→∞

∫m
0 like

in the case of the Fourier transform.

Theorem 9.18. Let f(x) = F (|x|) be a radial function with f ∈ L1(Rn) or
f ∈ L2(Rn). Then the Fourier transform can be expressed in terms of the
Hankel transform:

pf(p) = Fn(|p|), Fn(r) := H̃n
2
−1(F )(r). (9.32)

Proof. The case n = 1 is part of Problem 9.17 and hence we can assume
n ≥ 2 without loss of generality. Since pf(p) is radial, we can choose p = |p|δn
in the direction of the last coordinate axis for the purpose of evaluating the
integral. Then, using spherical coordinates we obtain

pf(p) =
Sn−1

(2π)n/2

∫ ∞

0

(∫ π

0
e−i|p|r cos(θ) sin(θ)n−2dθ

)
F (r)rn−1dr

=

∫ ∞

0
Jn/2−1(r|p|)F (r)(r/|p|)n/2−1rdr = H̃n

2
−1(F )(|p|)

by Problem 9.16. □
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Corollary 9.19. The Hankel transform Hν is unitary on L2((0,∞), r dr)
for ν = n

2 − 1, n ∈ N.

Another useful fact is that the radial Fourier transform for different odd
or even dimensions can be computed recursively:

Lemma 9.20. Let F ∈ L1((0,∞), rν+1dr) ∩ L1((0,∞), rν+2dr). Then

H̃ν+1(F )(r) = −1

r

d

dr
H̃ν(F )(r). (9.33)

Similarly, if F ∈ L2((0,∞), rν+1dr) ∩ L2((0,∞), rν+2dr) and ν = n
2 − 1,

n ∈ N.

Proof. Note that J̃ν(z) = z−νJν(z) is an entire function which satisfies
J̃ ′
ν(z) = −zJ̃ν+1(z) by item (i) from Problem 9.15. Hence

−1

r

d

dr
H̃ν(F )(r) =

1

r

∫ ∞

0
srJ̃ ′

ν(sr)sF (s)s
2ν+1ds = H̃ν+1(F )(r),

where interchanging differentiation and integration is permissible since J̃ν is
bounded on the real line. The L2 case follows by approximation. □

Example 9.4. Let us compute the Fourier transform of the characteristic
function of the unit ball in R3. In one dimension we have pχ(−1,1)(p) =√

π
2
sin(p)
p and hence

pχB1(0)(p) = −1

r

d

dr
pχ(−1,1)(r)

∣∣∣
r=|p|

=

√
π

2

(
1

|p|3
sin(|p|)− 1

|p|2
cos(|p|)

)
.

⋄
Example 9.5. From Problem 9.4 we know that the Fourier transform of
f(x) = e−t|x| ∈ L1(R) for Re(t) > 0 is given by

pf(p) =

√
2

π

t

t2 + x2

Hence, applying Lemma 9.20 recursively we obtain

pf(p) =
Γ(n+1

2 )2n/2
√
π

t

(t2 + x2)(n+1)/2

in Rn for odd n. In fact, this formula holds for all n ∈ N (Problem 9.18). ⋄

In probability theory, the Fourier transform of a measure is known as
the characteristic function and plays an important role. Let us be a bit
more general and define the Fourier transform of a complex measure µ by

pµ(p) :=
1

(2π)n/2

∫
Rn

e−ipxdµ(x). (9.34)

Note that in probability theory the characteristic function is defined as
φµ(p) := (2π)−n/2pµ(−p).
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Lemma 9.21. The Fourier transform is a bounded injective map from M(Rn)
into Cb(Rn) satisfying

∥pµ∥∞ ≤ (2π)−n/2|µ|(Rn). (9.35)

Proof. The estimate is immediate from (4.25) and dominated convergence
implies that pµ(p) is continuous. Moreover, for φ ∈ S(Rn) Fubini implies∫

Rn

φ(p)pµ(p)dnp =

∫
Rn

pφ(x)dµ(x)

and hence injectivity follows from Lemma 3.23. □

Example 9.6. The Fourier transform of the Dirac measure δx0 is

pδx0(p) =
1

(2π)n/2
e−ipx0 . ⋄

Theorem 9.22. Consider the Fourier transform of a complex measure on
R. Then

lim
r→∞

1√
2π

∫ r

−r

eibp − eiap

ip
pµ(p)dp =

µ([a, b]) + µ((a, b))

2
. (9.36)

In particular,

µ((a, b]) = lim
ε↓0

lim
r→∞

1√
2π

∫ r

−r

ei(b+ε)p − ei(a+ε)p

ip
pµ(p)dp. (9.37)

Proof. First of all note that the integrand is bounded since∣∣∣∣eibp − eiap

ip

∣∣∣∣ = ∣∣∣∣∫ b

a
eitdt

∣∣∣∣ ≤ b− a.

Hence we can use Fubini to write
1

2π

∫
R

∫ r

−r

eibp − eiap

ip
e−ipxdp dµ(x).

Now the inner integral gives

1

2π

∫ r

−r

eibp − eiap

ip
e−ipxdp =

1

2π

∫ r

−r

sin((b− x)p)− sin((a− x)p)

p
dp

=
1

π

(
Si((b− x)r)− Si((a− x)r)

)
,

where Si(z) =
∫ z
0

sin(x)
x dx is the sine integral. In the limit r → ∞ we obtain

(using the Dirichlet integral — Problem 9.35)
1

π

(
Si((b− x)r)− Si((a− x)r)

)
→ 1

2

(
sign((b− x)r)− sign((a− x)r)

)
=
χ(a,b)(x) + χ[a,b](x)

2
from which the claim follows after invoking dominated convergence. □
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Corollary 9.23. For the Fourier transform of a complex measure on Rn we
have

µ((a, b]) = lim
ε↓0

lim
r→∞

1√
(2π)n/2

∫
[−r,r]n

 n∏
j−1

ei(bj+ε)pj − ei(aj+ε)pj

ipj


pµ(p)dp.

(9.38)

Finally we look at the connection with weak convergence.

Lemma 9.24. Let µm, µ be finite positive measures on Rn and suppose the
Fourier transforms converge pointwise

pµm(p) → pµ(p), p ∈ Rn.

Then µn → µ weakly (cf. (5.20)).

Proof. First of all note that convergence for p = 0 is equivalent to µm(Rn) →
µ(Rn). In particular, µm(Rn) is bounded and it suffices to establish vague
convergence by Lemma 5.14.

Furthermore, using the definition of pf and Fubini shows∫
pfdµ =

∫
f(p)pµ(p)dp, f ∈ L1(Rn).

Hence choosing pf ∈ S(Rn) we see that (5.24) holds for f ∈ S(R) and vague
convergence follows from dominated convergence. □

Next we turn to the case, where the limit is not known to be the Fourier
transform of a measure.

Theorem 9.25 (Lévy continuity theorem). Let µm be a sequence of finite
positive measures on Rn and suppose the Fourier transforms converge point-
wise

pµm(p) → ϕ(p), p ∈ Rn.

Then ϕ is the Fourier transform of a positive measure µ if and only if ϕ is
continuous at 0. Moreover, in this case µm → µ weakly (cf. (5.20)).

Proof. Convergence at p = 0 implies µm(Rn) → ϕ(0) and hence µm(Rn) is
bounded. Thus by Theorem 6.11 we can pass to a subsequence and assume
that µm converges to some measure µ vaguely.

To show that µm → µ weakly we will show that the sequence µm is tight
(cf. Problem 5.15). To make the argument more transparent we look at one
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dimension first. We start with (using Fubini)
1

2r

∫ r

−r
pµm(p)dp =

1√
2π

∫
R

1

2r

∫ r

−r
e−ipxdp dµm(x)

=
1√
2π

∫
R

sin(rx)

rx
dµm(x)

≤ 1√
2π

(
µm([−t, t]) +

1

rt
µm(R \ [−t, t])

)
=

1√
2π

(
µm(R)− (1− 1

rt
)µm(R \ [−t, t])

)
.

Choosing t = 2
r we thus obtain

µm({x ∈ R| |x| > r

2
}) ≤

√
2π

r

∫ r

−r
(pµm(0)− pµm(p))dp.

Hence in the n dimensional case this implies

µm({x ∈ Rn| |xj | >
2

r
}) ≤

√
2π

r

∫ r

−r
(pµm(0)− pµm(pjδj))dpj ,

where δj is the j’th basis vector in Rn. Moreover, for Kr := [− r
2 ,

r
2 ]
n this

implies

µm(Rn \Kr) ≤
√
2π

r

n∑
j=1

∫ r

−r
(pµm(0)− pµm(pjδj))dpj .

Now choose r such that |ϕ(0)− ϕ(pjδj)| ≤ ε
4
√
2πn

for |p| ≤ r. Then

lim
m→∞

µm(Rn \Kr) ≤
√
2π

r

n∑
j=1

∫ r

−r
(ϕ(0)− ϕ(pjδj))dpj ≤

ε

2
,

which shows that the left-hand side is smaller than ε for m sufficiently large.
□

Example 9.7. Choosing dµm(x) = e−x
2/(2m) dx√

m
we have pµm(p) = e−mp

2/2 →
χ{0}(p), which shows that continuity at 0 is important. Note that in this
case µm → 0 vaguely. ⋄

Another natural question is when a function ϕ is the Fourier transform of
a positive measure. To answer this question one calls a function ϕ : Rn → C
positive definite if

m∑
j,k=1

ϕ(pj − pk)cjc
∗
k ≥ 0 (9.39)

for any finite collection of points pj ∈ Rn and constants cj ∈ C. In other
words, the matrix {ϕ(pj − pk)}1≤j,k≤m is positive semidefinite. This defini-
tion should be compared with the definition (3.38) of a positive semidefinite
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kernel, which shows that ϕ is positive definite is the same as saying that
ϕ(p− q) is a positive semidefinite kernel.

It is straightforward to check that the Fourier transform of a finite posi-
tive measure is positive definite:∑

j,k

pµ(pj − pk)cjc
∗
k =

1

(2π)n/2

∫
Rn

∣∣∣∑
j

cje
−ipjx

∣∣∣2dµ(x) ≥ 0. (9.40)

In fact, if we suppose pµ ∈ L1(Rn), then the integral operator

(Kf)(x) =
1

2π

∫
R

pµ(y − x)f(y)dy

is positive, since FKF−1 is multiplication by (pµ)∨ (and by injectivity of F
we also see that in this case µ is absolutely continuous with density (pµ)∨).
This connection with positive definite kernels is the key to establishing the
converse:

Theorem 9.26 (Bochner6). Let ϕ be a positive definite function which is
continuous at 0. Then ϕ is the Fourier transform of a finite positive measure.

Proof. Let us first consider the case when ϕ is integrable. Since ϕ is contin-
uous (Problem 9.21), the kernel K(p, q) = ϕ(p − q) is positive definite and
hence the associated integral operator K : L2 → L2 is also positive, in the
sense that ⟨f,Kf⟩ ≥ 0, by Lemma 3.28 (you can also show this directly by
extracting the relevant part from the proof). In particular, by Corollary 9.13
it is given by multiplication with pϕ once we apply the Fourier transform:

⟨f,Kf⟩ = (2π)n/2⟨ pf, pϕ pf⟩ ≥ 0.

Now let fε be a Gaussians such that pf2ε is an approximating identity to
conclude pϕ ≥ 0. Moreover, by (9.14) and monotone convergence we have

(2π)n/2ϕ(0) = lim
ε↓0

∫
Rn

e−ε|y|
2/2

pϕ(y)dny =

∫
Rn

pϕ(y)dny,

which shows pϕ ∈ L1. Thus ϕ is the Fourier transform of pϕ(−y) establishing
the claim in the case that ϕ is integrable.

In the general case we consider ϕε(p) = ϕ(p)e−εp
2/2 which is integrable

since ϕ is bounded (Problem 9.21). Moreover, since e−εp
2/2 gives rise to a

positive definite kernel the same is true for the product (Lemma 3.30 (v)
and the following example). Now ϕε is the Fourier transform of a positive
measure by the first part and so is its limit by Lévy’s continuity theorem. □

6Salomon Bochner (1899–1982), Austrian–Hungarian mathematician

http://en.wikipedia.org/wiki/Salomon Bochner
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Problem 9.15. Show that Jν(z) is a solution of the Bessel differential equa-
tion

z2u′′ + zu′ + (z2 − ν2)u = 0.

Prove the following properties of the Bessel functions.

(i) (z±νJν(z))
′ = ±z±νJν∓1(z).

(ii) Jν−1(z) + Jν+1(z) =
2ν
z Jν(z).

(iii) Jν−1(z)− Jν+1(z) = 2J ′
ν(z).

Problem 9.16. Show the following integral representations for Bessel func-
tions:

Jν(z) =
1

√
πΓ(ν + 1

2)

(z
2

)ν ∫ π

0
e±iz cos(θ) sin(θ)2νdθ

=
1

√
πΓ(ν + 1

2)

(z
2

)ν ∫ π

0
cos(z cos(θ)) sin(θ)2νdθ

=
2

√
πΓ(ν + 1

2)

(z
2

)ν ∫ π/2

0
cos(z cos(θ)) sin(θ)2νdθ

=
2

√
πΓ(ν + 1

2)

(z
2

)ν ∫ π/2

0
cos(z sin(θ)) cos(θ)2νdθ,

for Re(ν) > −1
2 and z ∈ C. (Hint: Replace the outer cosine by its power

series and use Problem 2.27.)

Problem 9.17. Verify the expression for J−1/2(z) and conclude that

H̃−1/2(f)(r) =
1

π

∫ ∞

0
cos(rs)f(s)ds = pf(r)

if we extend f to all of R such that f(r) = f(−r). (Hint: (Problem 2.25).)

Problem 9.18. Show that the formula derived in Example 9.5 holds for all
n ∈ N. (Hint: Use the power series for the Bessel function and Legendre’s
duplication formula from Problem 2.27.)

Problem 9.19. Suppose
∫
Rn(1 + |x|)kdµ(x) < ∞ for some k ∈ N. Show

that pµ ∈ Ck(Rn) and

∂αpµ(p) =
1

(2π)n/2

∫
Rn

e−ipx(−ix)αdµ(x).

Problem 9.20. Show (µ ∗ ν)∧ = (2π)n/2pµpν (see Problem 3.35).

Problem 9.21. Show that a positive definite function satisfies ϕ(−p) =
ϕ(p)∗ and |ϕ(p)| ≤ ϕ(0). Moreover,

|ϕ(p)− ϕ(q)| ≤ 4ϕ(0)|ϕ(0)− ϕ(p− q)|.
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(Hint: Look at the cases of two {0, p} and three points {0, p, q} and use the
fact that the determinant of a positive semidefinite matrix is nonnegative.)

9.3. Applications to linear partial differential equations

By virtue of Lemma 9.4 the Fourier transform can be used to map linear
partial differential equations with constant coefficients to algebraic equations,
thereby providing a mean of solving them. To illustrate this procedure we
look at the famous Poisson equation, that is, given a function g, find a
function f satisfying

−∆f = g. (9.41)

For simplicity, let us start by investigating this problem in the space of
Schwartz functions S(Rn). Assuming there is a solution f ∈ S(Rn) we can
take the Fourier transform on both sides to obtain

|p|2 pf(p) = pg(p) ⇒ pf(p) = |p|−2
pg(p) (9.42)

and our solution is necessarily given by

f(x) = (|p|−2
pg(p))∨(x). (9.43)

In fact, this formula still works provided g(x), |p|−2
pg(p) ∈ L1(Rn). Moreover,

if we additionally assume pg ∈ L1(Rn), then |p|2 pf(p) = pg(p) ∈ L1(Rn) and
Lemma 9.3 implies that f ∈ C2(Rn) as well as that it is indeed a solution.
Note that if n ≥ 3, then |p|−2

pg(p) ∈ L1(Rn) follows automatically from
g, pg ∈ L1(Rn) (show this!).

Moreover, we clearly expect that f should be given by a convolution.
However, since |.|−2 is not in Lp(Rn) for any p, the formulas derived so far
do not apply.

Lemma 9.27. Let 0 < α < n and suppose g ∈ L1(Rn) ∩ L∞(Rn) as well as
|p|−αpg(p) ∈ L1(Rn). Then

(|p|−αpg(p))∨(x) =

∫
Rn

Iα(|x− y|)g(y)dny, (9.44)

where the Riesz potential is given by

Iα(r) :=
Γ(n−α2 )

2απn/2Γ(α2 )

1

rn−α
. (9.45)

Proof. Note that, while |.|−α is not in Lp(Rn) for any p, our assumption
0 < α < n ensures that the singularity at zero is integrable.

We set ϕt(p) = exp(−t|p|2/2) and begin with the elementary formula

|p|−α = cα

∫ ∞

0
ϕt(p)t

α/2−1dt, cα =
1

2α/2Γ(α/2)
,
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which follows from the definition of the gamma function (Problem 2.24)
after a simple scaling. Since |p|−αpg(p) is integrable we can use Fubini and
Lemma 9.6 to obtain

(|p|−αpg(p))∨(x) =
cα

(2π)n/2

∫
Rn

eixp
(∫ ∞

0
ϕt(p)t

α/2−1dt

)
pg(p)dnp

=
cα

(2π)n/2

∫ ∞

0

(∫
Rn

eixppϕ1/t(p)pg(p)d
np

)
t(α−n)/2−1dt.

Since ϕ, g ∈ L1 we know by Lemma 9.12 that pϕpg = (2π)−n/2(ϕ ∗ g)∧ More-
over, since pϕpg ∈ L1 Theorem 9.7 gives us (pϕpg)∨ = (2π)−n/2ϕ ∗ g. Thus, we
can make a change of variables and use Fubini once again (since g ∈ L∞)

(|p|−αpg(p))∨(x) =
cα

(2π)n/2

∫ ∞

0

(∫
Rn

ϕ1/t(x− y)g(y)dny

)
t(α−n)/2−1dt

=
cα

(2π)n/2

∫ ∞

0

(∫
Rn

ϕt(x− y)g(y)dny

)
t(n−α)/2−1dt

=
cα

(2π)n/2

∫
Rn

(∫ ∞

0
ϕt(x− y)t(n−α)/2−1dt

)
g(y)dny

=
cα/cn−α

(2π)n/2

∫
Rn

g(y)

|x− y|n−α
dny

to obtain the desired result. □

Note that the conditions of the above theorem are, for example, satisfied
if g, pg ∈ L1(Rn) which holds, for example, if g ∈ S(Rn). In summary, if
g ∈ L1(Rn) ∩ L∞(Rn), |p|−2

pg(p) ∈ L1(Rn) and n ≥ 3, then

f = Φ ∗ g (9.46)

is a classical solution of the Poisson equation, where

Φ(x) :=
Γ(n2 − 1)

4πn/2
1

|x|n−2
, n ≥ 3, (9.47)

is known as the fundamental solution of the Laplace equation.
A few words about this formula are in order. First of all, our original for-

mula in Fourier space shows that the multiplication with |p|−2 improves the
decay of pg and hence, by virtue of Lemma 9.4, f should have, roughly speak-
ing, two derivatives more than g. However, unless pg(0) vanishes, multiplica-
tion with |p|−2 will create a singularity at 0 and hence, again by Lemma 9.4,
f will not inherit any decay properties from g. In fact, evaluating the above
formula with g = χB1(0) (Problem 9.22) shows that f might not decay better
than Φ even for g with compact support.

Moreover, our conditions on g might not be easy to check as it will not
be possible to compute pg explicitly in general. So if one wants to deduce
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pg ∈ L1(Rn) from properties of g, one could use Lemma 9.3 to show that
this condition holds if g ∈ Ck(Rn), k > n − 2, such that all derivatives
are integrable (Problem 9.23). This seems a rather strong requirement since
our solution formula will already make sense under the sole assumption g ∈
L1(Rn). However, as the example g = χB1(0) shows, this solution might not
be C2 and hence one needs to weaken the notion of a solution if one wants to
include such situations. This will lead us to the concepts of weak derivatives
and Sobolev spaces. As a preparation we will develop some further tools
which will allow us to investigate continuity properties of the operator Iαf :=
Iα ∗ f in the next section.

Before that, let us summarize the procedure in the general case. Sup-
pose we have the following linear partial differential equations with constant
coefficients:

P (i∂)f = g, P (i∂) =
∑
α≤k

cαi
|α|∂α. (9.48)

Then the solution can be found via the procedure

g f

6

F
?

F−1

pg P−1
pg-

and is formally given by

f(x) = (P (p)−1
pg(p))∨(x). (9.49)

It remains to investigate the properties of the solution operator. In general,
given a locally integrable function m ∈ L1(Rn, (1+ |x|)−rdnx) for some r > 0
one might try to define a corresponding operator via

Amg := (mpg)∨, (9.50)

for g ∈ S(Rn). In this case m is known as a Fourier multiplier and it is
said to be an Lp-multiplier if Am can be extended to a bounded operator in
Lp(Rn).
Example 9.8. Any m ∈ L∞(Rn) is an L2 multiplier (in fact the converse is
also true — Problem 9.24). ⋄
Example 9.9. If m := (2π)n/2pµ is the Fourier transform of a complex Borel
measure, then (by Problem 9.20)

Amg = µ ∗ g
and m is an Lp-multiplier for all 1 ≤ p ≤ ∞ by Problem 4.22.
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It can be shown that in the case p = 1 every multiplier is of this form. ⋄

Another famous example which can be solved in this way is the Helmholtz
equation

−∆f + f = g. (9.51)
As before we find that if g, pg ∈ L1(Rn) then a classical solution is given by

f(x) = ((1 + |p|2)−1
pg(p))∨(x). (9.52)

Lemma 9.28. Let α > 0. Suppose g ∈ L1(Rn) ∩ L∞(Rn) as well as (1 +

|p|2)−α/2pg(p) ∈ L1(Rn). Then

((1 + |p|2)−α/2pg(p))∨(x) =

∫
Rn

Jα(|x− y|)g(y)dny, (9.53)

where the Bessel potential is given by

Jα(r) :=
2

(4π)n/2Γ(α2 )

(r
2

)−(n−α)/2
K(n−α)/2(r), r > 0, (9.54)

with

Kν(r) = K−ν(r) =
1

2

(r
2

)ν ∫ ∞

0
e−t−

r2

4t
dt

tν+1
, r > 0, ν ∈ R, (9.55)

the modified Bessel function of the second kind of order ν ([16, (10.32.10)]).

Proof. We proceed as in the previous lemma. We set ϕt(p) = exp(−t|p|2/2)
and begin with the elementary formula

Γ(α2 )

(1 + |p|2)α/2
=

∫ ∞

0
tα/2−1e−t(1+|p|2)dt.

Since g, pg(p) are integrable we can use Fubini and Lemma 9.6 to obtain

(
pg(p)

(1 + |p|2)α/2
)∨(x) =

Γ(α2 )
−1

(2π)n/2

∫
Rn

eixp
(∫ ∞

0
tα/2−1e−t(1+|p|2)dt

)
pg(p)dnp

=
Γ(α2 )

−1

(4π)n/2

∫ ∞

0

(∫
Rn

eixppϕ1/2t(p)pg(p)d
np

)
e−tt(α−n)/2−1dt

=
Γ(α2 )

−1

(4π)n/2

∫ ∞

0

(∫
Rn

ϕ1/2t(x− y)g(y)dny

)
e−tt(α−n)/2−1dt

=
Γ(α2 )

−1

(4π)n/2

∫
Rn

(∫ ∞

0
ϕ1/2t(x− y)e−tt(α−n)/2−1dt

)
g(y)dny

to obtain the desired result. Using Fubini in the last step is allowed since g
is bounded and Jα(|x|) ∈ L1(Rn) (Problem 9.25). □

Note that the first condition g ∈ L1(Rn) ∩ L∞(Rn) implies g ∈ L2(Rn)
and thus the second condition (1 + |p|2)−α/2pg(p) ∈ L1(Rn) will be satisfied
if n

2 < α.

http://dlmf.nist.gov/10.32.E10
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In particular, if g, pg ∈ L1(Rn), then

f = J2 ∗ g (9.56)

is a solution of Helmholtz equation. Note that since our multiplier (1 +
|p|2)−1 does not have a singularity near zero, the solution f will preserve
(some) decay properties of g. For example, it will map Schwartz functions
to Schwartz functions and thus for every g ∈ S(Rn) there is a unique solution
of the Helmholtz equation f ∈ S(Rn). This is also reflected by the fact that
the Bessel potential decays much faster than the Riesz potential. Indeed,
one can show that [16, (10.25.3)]

Kν(r) =

√
π

2r
e−r(1 +O(r−1)) (9.57)

as r → ∞. The singularity near zero is of the same type as for Iα since (see
[16, (10.30.2), (10.30.3)])

Kν(r) =

{
Γ(ν)
2

(
r
2

)−ν
+O(r−ν+2), ν > 0,

− log( r2) +O(1), ν = 0,
(9.58)

for r → 0.

Problem* 9.22. Show that for n = 3 we have

(Φ ∗ χB1(0))(x) =

{
1

3|x| , |x| ≥ 1,
3−|x|2

6 , |x| ≤ 1.

(Hint: Observe that the result depends only on |x|. Then choose x = (0, 0, R)
and evaluate the integral using spherical coordinates.)

Problem* 9.23. Suppose g ∈ Ck(Rn) and ∂ljg ∈ L1(Rn) for j = 1, . . . , n
and 0 ≤ l ≤ k for j = 1, . . . , n and 0 ≤ l < k. Then

|pg(p)| ≤ C

(1 + |p|2)k/2
.

(Hint: Lemma 9.3)

Problem* 9.24. Show that m is an L2 multiplier if and only if m ∈
L∞(Rn).

Problem* 9.25. Show∫ ∞

0
Jα(r)r

n−1dr =
Γ(n/2)

2πn/2
, α > 0.

Conclude that
∥Jα ∗ g∥p ≤ ∥g∥p.

(Hint: Fubini.)

http://dlmf.nist.gov/10.25.E3
http://dlmf.nist.gov/10.30.E2
http://dlmf.nist.gov/10.30.E3
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9.4. Sobolev spaces

We have already introduced Sobolev spaces in Section 7.2. In this section
we present an alternate (and in particular independent) approach to Sobolev
spaces of index two (the Hilbert space case) on all of Rn.

We begin by introducing the Sobolev space

Hr(Rn) := {f ∈ L2(Rn)||p|r pf(p) ∈ L2(Rn)}. (9.59)

The most important case is when r is an integer, however our definition
makes sense for any r ≥ 0. Moreover, note that Hr(Rn) becomes a Hilbert
space if we introduce the scalar product

⟨f, g⟩Hr :=

∫
Rn

pf(p)∗pg(p)(1 + |p|2)rdnp. (9.60)

In particular, note that by construction F maps Hr(Rn) unitarily onto
L2(Rn, ⟨p⟩rdnp), where (sometimes known as Japanese bracket)

⟨p⟩ := (1 + |p|2)1/2, p ∈ Cn. (9.61)

Clearly Hr+1(Rn) ⊂ Hr(Rn) with the embedding being continuous. More-
over, S(Rn) ⊂ Hr(Rn) and this subset is dense (since S(Rn) is dense in
L2(Rn, ⟨p⟩rdnp)).

The motivation for the definition (9.59) stems from Lemma 9.4 which
allows us to extend differentiation to a larger class. In fact, every function
in Hr(Rn) has partial derivatives up to order ⌊r⌋, which are defined via

∂αf := ((ip)α pf(p))∨, f ∈ Hr(Rn), |α| ≤ r. (9.62)

By Lemma 9.4 this definition coincides with the usual one for every f ∈
S(Rn).

Example 9.10. Consider f(x) := (1−|x|)χ[−1,1](x). Then pf(p) =
√

2
π
cos(p)−1

p2

and f ∈ H1(R). The weak derivative is f ′(x) = − sign(x)χ[−1,1](x). ⋄

We also have∫
Rn

g(x)(∂αf)(x)d
nx = ⟨g∗, (∂αf)⟩ = ⟨pg(p)∗, (ip)α pf(p)⟩

= (−1)|α|⟨(ip)αpg(p)∗, pf(p)⟩ = (−1)|α|⟨∂αg∗, f⟩

= (−1)|α|
∫
Rn

(∂αg)(x)f(x)d
nx, (9.63)

for f, g ∈ Hr(Rn). Furthermore, recall that a function h ∈ L1
loc(Rn) satisfy-

ing∫
Rn

φ(x)h(x)dnx = (−1)|α|
∫
Rn

(∂αφ)(x)f(x)d
nx, ∀φ ∈ C∞

c (Rn), (9.64)
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is called the weak derivative or the derivative in the sense of distributions
of f (by Lemma 3.23 such a function is unique if it exists). Hence, choos-
ing g = φ in (9.63), we see that functions in Hr(Rn) have weak derivatives
up to order r, which are in L2(Rn). Moreover, the weak derivatives coin-
cide with the derivatives defined in (9.62). Conversely, given (9.64) with
f, h ∈ L2(Rn) we can use that F is unitary to conclude

∫
Rn pφ(p)ph(p)dnp =∫

Rn(ip)
α

pφ(p) pf(p)dnp for all φ ∈ C∞
c (Rn). By approximation this follows

for φ ∈ Hr(Rn) with r ≥ |α| and hence in particular for pφ ∈ C∞
c (Rn).

Consequently (ip)α pf(p) = ph(p) a.e. implying that f ∈ Hr(Rn) if all weak
derivatives exist up to order r and are in L2(Rn).

In this connection the following norm for Hm(Rn) with m ∈ N0 is more
common:

∥f∥2m,2 :=
∑

|α|≤m

∥∂αf∥22. (9.65)

By |pα| ≤ |p||α| ≤ (1 + |p|2)m/2 it follows that this norm is equivalent to
(9.60).
Example 9.11. This definition of a weak derivative is tailored for the method
of solving linear constant coefficient partial differential equations as outlined
in Section 9.3. While Lemma 9.3 only gives us a sufficient condition on pf for
f to be differentiable, the weak derivatives gives us necessary and sufficient
conditions. For example, we see that the Poisson equation (9.41) will have
a (unique) solution f ∈ H2(Rn) if and only if |p|−2

pg ∈ L2(Rn). That this
is not true for all g ∈ L2(Rn) is connected with the fact that |p|−2 is un-
bounded and hence no L2 multiplier (cf. Problem 9.24). Consequently the
range of ∆ when defined on H2(Rn) will not be all of L2(Rn) and hence the
Poisson equation is not solvable within the class H2(Rn) for all g ∈ L2(Rn).
Nevertheless, we get a unique weak solution under some conditions. Under
which conditions this weak solution is also a classical solution can then be
investigated separately.

Note that the situation is even simpler for the Helmholtz equation (9.51)
since the corresponding multiplier (1+ |p|2)−1 does map L2 to L2. Hence we
get that the Helmholtz equation has a unique solution f ∈ H2(Rn) if and
only if g ∈ L2(Rn). Moreover, f ∈ Hr+2(Rn) if and only if g ∈ Hr(Rn). ⋄

Of course a natural question to ask is when the weak derivatives are in
fact classical derivatives. To this end observe that the Riemann–Lebesgue
lemma implies that ∂αf(x) ∈ C0(Rn) provided pα pf(p) ∈ L1(Rn). Moreover,
in this situation the derivatives will exist as classical derivatives:

Lemma 9.29. Suppose f ∈ L1(Rn) or f ∈ L2(Rn) with (1 + |p|k) pf(p) ∈
L1(Rn) for some k ∈ N0. Then f ∈ Ck0 (Rn), the set of functions with
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continuous partial derivatives of order k all of which vanish at ∞. Moreover,
the classical and weak derivatives coincide in this case.

Proof. We begin by observing that by Lemma 9.11

f(x) =
1

(2π)n/2

∫
Rn

eipx pf(p)dnp.

Now the claim follows as in the proof of Lemma 9.4 by differentiating the
integral using Problem 2.13. □

Now we are able to prove the following embedding theorem.

Theorem 9.30 (Sobolev embedding). Suppose r > k + n
2 for some k ∈ N0.

Then Hr(Rn) is continuously embedded into Ck0 (Rn) with

∥∂αf∥∞ ≤ Cn,r∥f∥Hr , |α| ≤ k. (9.66)

Proof. Use |(ip)α pf(p)| ≤ ⟨p⟩|α|| pf(p)| = ⟨p⟩−s · ⟨p⟩|α|+s| pf(p)|. Now ⟨p⟩−s ∈
L2(Rn) if s > n

2 (see Example 2.16) and ⟨p⟩|α|+s| pf(p)| ∈ L2(Rn) if s+ |α| ≤
r. Hence ⟨p⟩|α|| pf(p)| ∈ L1(Rn) and the claim follows from the previous
lemma. □

In fact, we can even do a bit better.

Lemma 9.31 (Morrey inequality). Suppose f ∈ Hn/2+γ(Rn) for some γ ∈
(0, 1). Then f ∈ C0,γ

0 (Rn), the set of functions which are Hölder continuous
with exponent γ and vanish at ∞. Moreover,

|f(x)− f(y)| ≤ Cn,γ∥ pf∥Hn/2+γ |x− y|γ (9.67)

in this case.

Proof. We begin with

f(x+ y)− f(x) =
1

(2π)n/2

∫
Rn

eipx(eipy − 1) pf(p)dnp

implying

|f(x+ y)− f(x)| ≤ 1

(2π)n/2

∫
Rn

|eipy − 1|
⟨p⟩n/2+γ

⟨p⟩n/2+γ | pf(p)|dnp.

Hence, after applying Cauchy–Schwarz, it remains to estimate (recall (2.42))∫
Rn

|eipy − 1|2

⟨p⟩n+2γ
dnp ≤ Sn

∫ 1/|y|

0

(|y|r)2

rn+2γ
rn−1dr + Sn

∫ ∞

1/|y|

4

rn+2γ
rn−1dr

=
Sn

2(1− γ)
|y|2γ + 2Sn

γ
|y|2γ =

Sn(4− 3γ)

2γ(1− γ)
|y|2γ ,

where Sn = nVn is the surface area of the unit sphere in Rn. □
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Using this lemma we immediately obtain:

Corollary 9.32. Suppose r ≥ k + γ + n
2 for some k ∈ N0 and γ ∈ (0, 1).

Then Hr(Rn) is continuously embedded into Ck,γ0 (Rn), the set of functions
in Ck0 (Rn) whose highest derivatives are Hölder continuous of exponent γ.

In the case r > n
2 , when Morrey’s inequality holds, we even get that

Hr(Rn) is a Banach algebra:

Lemma 9.33. Suppose f, g ∈ Hr(Rn) and pf, pg ∈ L1(Rn) for some r ≥ 0.
Then we have fg ∈ Hr(Rn) with

∥fg∥Hr ≤ Cn,r
(
∥f∥Hr∥pg∥1 + ∥ pf∥1∥g∥Hr

)
. (9.68)

Moreover, if r > n
2 , then Hr(Rn) is continuously embedded into the Wiener

algebra A(Rn) with ∥ pf∥1 ≤ cn,r∥f∥Hr and we get

∥fg∥Hr ≤ C̃n,r∥f∥Hr∥g∥Hr . (9.69)

Proof. Note that we have

⟨p⟩r ≤ (1 + 2|p− q|2 + 2|q|2)r/2 ≤ 2r/2(1 + |p− q|2 + 1 + |q|2)r/2

≤ cr⟨p− q⟩r + ⟨q⟩r

for cr = max(2r−1, 2r/2) and r ≥ 0. Hence by Corollary 9.15 we have

(2π)n/2⟨p⟩r|(fg)∧(p)| = ⟨p⟩r|( pf ∗ pg)(p)| ≤
∫
Rn

⟨p⟩r| pf(p− q)||pg(q)|dnq

≤ cr
(
(|⟨.⟩r pf | ∗ |pg|)(p) + (| pf | ∗ |⟨.⟩rpg|)(p)

)
and the first claim with Cn,r = cr(2π)

−n/2 follows from Young’s inequality
(3.25). The second claim follows from Cauchy–Schwarz ∥ pf∥1 ≤ ∥⟨.⟩−r∥2∥f∥Hr

as in the proof of Theorem 9.30. □

Example 9.12. The function f(x) = log(|x|) is in H1(Rn) for n ≥ 3. In
fact, the weak derivatives are given by

∂jf(x) =
xj
|x|2

. (9.70)

However, observe that f is not continuous. ⋄

The last example shows that in the case r < n
2 functions in Hr are no

longer necessarily continuous. In this case we at least get an embedding into
some better Lp space:

Theorem 9.34 (Sobolev inequality). Suppose 0 < r < n
2 . Then Hr(Rn) is

continuously embedded into Lp(Rn) with p = 2n
n−2r , that is,

∥f∥p ≤ C̃n,r∥|.|r pf(.)∥2 ≤ Cn,r∥f∥Hr . (9.71)
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Proof. We will give a prove based on the Hardy–Littlewood–Sobolev in-
equality to be proven in Theorem 10.10 below.

It suffices to prove the first inequality. Set |p|r pf(p) = pg(p) ∈ L2. More-
over, choose some sequence fm ∈ S → f ∈ Hr. Then, by Lemma 9.27
fm = Irgm, and since the Hardy–Littlewood–Sobolev inequality implies that
the map Ir : L2 → Lp is continuous, we have ∥fm∥p = ∥Irgm∥p ≤ C̃∥gm∥2 =
C̃∥pgm∥2 = C̃∥|p|r pfm(p)∥2 and the claim follows after taking limits. □

Finally, observe that one can also include polynomial decay (cf. Prob-
lem 9.28) by defining the weighted Sobolev spaces

Hr,s(Rn) = {f ∈ Hr(Rn)| pf ∈ Hs(Rn)}, s, r > 0, (9.72)

with associated norm

∥f∥2Hr,s := ∥f∥2Hr + ∥ pf∥2Hs = ∥⟨p⟩r pf(p)∥22 + ∥⟨x⟩sf(x)∥22. (9.73)

Clearly Hr,s(Rn) is a Hilbert space and S(Rn) ⊂ Hr,s(Rn) is dense. More-
over, the Fourier transform F : Hr,s(Rn) → Hr,s(Rn) is unitary andHs,r(Rn)
is a Banach algebra if r > n

2 (Problem 9.29).

Problem 9.26. Use dilations f(x) 7→ f(λx), λ > 0, to show that p = 2n
n−2r

is the only index for which the Sobolev inequality ∥f∥p ≤ C̃n,r∥|p|r pf(p)∥2 can
hold.

Problem 9.27. Suppose f ∈ L2(Rn) show that ε−1(f(x + ejε) − f(x)) →
gj(x) in L2 if and only if pj pf(p) ∈ L2, where ej is the unit vector into the
j’th coordinate direction. Moreover, show gj = ∂jf if f ∈ H1(Rn).

Problem 9.28. Show that the norm in Hk,k, k ∈ N0 is equivalent to the
norm

∥f∥2 :=
∑

|α|+|β|=k

∥xα∂βf(x)∥22.

Problem 9.29. Show that Hr,s(Rn) is a Banach algebra if r > n
2 . (Hint:

Theorem 9.30 and Lemma 9.33.)

9.5. Applications to evolution equations

In this section we want to show how to apply these considerations to evolu-
tion equations. As a prototypical example we start with the Cauchy problem
for the heat equation

ut −∆u = 0, u(0) = g. (9.74)

It turns out useful to view u(t, x) as a function of t with values in a Banach
space X. To this end we let I ⊆ R be some interval and denote by C(I,X)
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the set of continuous functions from I to X. Given t ∈ I we call u : I → X
differentiable at t if the limit

u̇(t) = lim
ε→0

u(t+ ε)− u(t)

ε
(9.75)

exists. The set of functions u : I → X which are differentiable at all t ∈ I and
for which u̇ ∈ C(I,X) is denoted by C1(I,X). As usual we set Ck+1(I,X) =
{u ∈ C1(I, x)|u̇ ∈ Ck(I,X)}. Note that if U ∈ L (X,Y ) and u ∈ C1(I,X),
then Uu ∈ C1(I, Y ) and d

dtUu = Uu̇.
A strongly continuous operator semigroup (also C0-semigroup) is

a family of operators T (t) ∈ L (X), t ≥ 0, such that

(i) T (t)g ∈ C([0,∞), X) for every g ∈ X (strong continuity) and
(ii) T (0) = I, T (t+ s) = T (t)T (s) for every t, s ≥ 0 (semigroup prop-

erty).

Given a strongly continuous semigroup we can define its generator A
as the linear operator

Af = lim
t↓0

1

t

(
T (t)f − f

)
(9.76)

where the domain D(A) is precisely the set of all f ∈ X for which the above
limit exists. The key result is that if A generates a C0-semigroup T (t),
then u(t) := T (t)g will be the unique solution of the corresponding abstract
Cauchy problem. More precisely we have (see Lemma 11.7 from [26]):

Lemma 9.35. Let T (t) be a C0-semigroup with generator A. If g ∈ X with
u(t) = T (t)g ∈ D(A) for t > 0 then u(t) ∈ C1((0,∞), X)∩C([0,∞), X) and
u(t) is the unique solution of the abstract Cauchy problem

u̇(t) = Au(t), u(0) = g. (9.77)

This is, for example, the case if g ∈ D(A) in which case we even have
u(t) ∈ C1([0,∞), X).

After these preparations we are ready to return to our original problem
(9.74). Let g ∈ L2(Rn) and let u ∈ C1((0,∞), L2(Rn)) be a solution such
that u(t) ∈ H2(Rn) for t > 0. Then we can take the Fourier transform to
obtain

put + |p|2pu = 0, pu(0) = pg. (9.78)
Next, one verifies (Problem 9.30) that the solution (in the sense defined
above) of this differential equation is given by

pu(t)(p) = pg(p)e−|p|2t. (9.79)

Accordingly, the solution of our original problem is

u(t) = TH(t)g, TH(t) = F−1e−|p|2tF . (9.80)
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Note that TH(t) : L2(Rn) → L2(Rn) is a bounded linear operator with
∥TH(t)∥ ≤ 1 (since |e−|p|2t| ≤ 1). In fact, for t > 0 we even have TH(t)g ∈
Hr(Rn) for any r ≥ 0 showing that u(t) is smooth even for rough initial
functions g. In summary,

Theorem 9.36. The family TH(t) is a C0-semigroup on L2(Rn) whose gen-
erator is ∆, D(∆) = H2(Rn).

Proof. That H2(Rn) ⊆ D(A) follows from Problem 9.30. Conversely, let
g ̸∈ H2(Rn). Then t−1(e−|p|2t − 1) → −|p|2 uniformly on every compact
subset K ⊂ Rn. Hence

∫
K |p|2|pg(p)|2dnp =

∫
K |Ag(x)|2dnx which gives a

contradiction as K increases. □

Next we want to derive a more explicit formula for our solution. To this
end we assume g ∈ L1(Rn) and introduce

Φt(x) =
1

(4πt)n/2
e−

|x|2
4t , (9.81)

known as the fundamental solution of the heat equation, such that

pu(t) = (2π)n/2pgpΦt = (Φt ∗ g)∧ (9.82)

by Lemma 9.6 and Lemma 9.12. Finally, by injectivity of the Fourier trans-
form (Theorem 9.7) we conclude

u(t) = Φt ∗ g. (9.83)

Moreover, one can check directly that (9.83) defines a solution for arbitrary
g ∈ Lp(Rn).

Theorem 9.37. Suppose g ∈ Lp(Rn), 1 ≤ p ≤ ∞. Then (9.83) defines
a solution for the heat equation which satisfies u ∈ C∞((0,∞) × Rn). The
solutions has the following properties:

(i) If 1 ≤ p < ∞, then limt↓0 u(t) = g in Lp. If p = ∞ this holds for
g ∈ C0(Rn).

(ii) If p = ∞, then
∥u(t)∥∞ ≤ ∥g∥∞. (9.84)

If g is real-valued then so is u and

inf g ≤ u(t) ≤ sup g. (9.85)

(iii) (Mass conservation) If p = 1, then∫
Rn

u(t, x)dnx =

∫
Rn

g(x)dnx (9.86)

and
∥u(t)∥∞ ≤ 1

(4πt)n/2
∥g∥1. (9.87)
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Proof. That u ∈ C∞ follows since Φ ∈ C∞ from Problem 2.13. To see the
remaining claims we begin by noting (by Problem 2.23)∫

Rn

Φt(x)d
nx = 1. (9.88)

Now (i) follows from Lemma 3.21, (ii) is immediate, and (iii) follows from
Fubini. □

Note that using Young’s inequality (10.10) (to be established below) we
even have

∥u(t)∥∞ ≤ ∥Φt∥q∥g∥p =
1

q
n
2q (4πt)

n
2p

∥g∥p,
1

p
+

1

q
= 1. (9.89)

Another closely related equation is the Schrödinger equation

iut +∆u = 0, u(0) = g. (9.90)

As before we obtain that the solution for g ∈ H2(Rn) is given by

u(t) = TS(t)g, TS(t) = F−1e−i|p|2tF . (9.91)

Note that TS(t) : L2(Rn) → L2(Rn) is a unitary operator (since |e−i|p|2t| =
1):

∥u(t)∥2 = ∥g∥2. (9.92)
However, while we have TS(t)g ∈ Hr(Rn) whenever g ∈ Hr(Rn), unlike the
heat equation, the Schrödinger equation does only preserve but not improve
the regularity of the initial condition.

Theorem 9.38. The family TS(t) is a C0-group on L2(Rn) whose generator
is i∆, D(i∆) = H2(Rn).

As in the case of the heat equation, we would like to express our solution
as a convolution with the initial condition. However, now we run into the
problem that e−i|p|2t is not integrable. To overcome this problem we consider

fε(p) = e−(it+ε)p2 , ε > 0. (9.93)

Then, as before we have

(fεpg)
∨(x) =

1

(4π(it+ ε))n/2

∫
Rn

e
− |x−y|2

4(it+ε) g(y)dny (9.94)

and hence
TS(t)g(x) =

1

(4πit)n/2

∫
Rn

ei
|x−y|2

4t g(y)dny (9.95)

for t ̸= 0 and g ∈ L2(Rn) ∩ L1(Rn). In fact, letting ε ↓ 0 the left-hand side
converges to TS(t)g in L2 and the limit of the right-hand side exists pointwise
by dominated convergence and its pointwise limit must thus be equal to its
L2 limit.
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Using this explicit form, we can again draw some further consequences.
For example, if g ∈ L2(Rn) ∩ L1(Rn), then u(t) ∈ C(Rn) for t ̸= 0 (use
dominated convergence and continuity of the exponential) and satisfies

∥u(t)∥∞ ≤ 1

|4πt|n/2
∥g∥1. (9.96)

Thus we have again spreading of wave functions in this case.
Finally we turn to the wave equation

utt −∆u = 0, u(0) = g, ut(0) = f. (9.97)

This equation will fit into our framework once we transform it to a first order
system with respect to time:

ut = v, vt = ∆u, u(0) = g, v(0) = f. (9.98)

After applying the Fourier transform this system reads

put = pv, pvt = −|p|2pu, pu(0) = pg, pv(0) = pf, (9.99)

and the solution is given by

pu(t, p) = cos(t|p|)pg(p) + sin(t|p|)
|p|

pf(p),

pv(t, p) = − sin(t|p|)|p|pg(p) + cos(t|p|) pf(p). (9.100)

Hence for (g, f) ∈ H2(Rn)⊕H1(Rn) our solution is given by(
u(t)
v(t)

)
= TW (t)

(
g
f

)
, TW (t) = F−1

(
cos(t|p|) sin(t|p|)

|p|
− sin(t|p|)|p| cos(t|p|)

)
F .

(9.101)

Theorem 9.39. The family TW (t) is a C0-semigroup on H1(Rn)⊕ L2(Rn)
whose generator is A =

(
0 1
∆ 0

)
, D(A) = H2(Rn)⊕H1(Rn).

Note that we only get the bounds

∥u(t)∥2 ≤ ∥g∥2 + |t| ∥f∥2, ∥v(t)∥2 ≤ ∥∂g∥2 + ∥f∥2,
and, in particular, we do not have a contraction. To get a contraction we
can use w defined via pw(p) = |p|pv(p) instead of v. Then(

u(t)
w(t)

)
= T̃W (t)

(
g
h

)
, T̃W (t) = F−1

(
cos(t|p|) sin(t|p|)
− sin(t|p|) cos(t|p|)

)
F , (9.102)

where h is defined via ph = |p| pf . In this case T̃W is unitary and thus

∥u(t)∥22 + ∥w(t)∥22 = ∥g∥22 + ∥h∥22. (9.103)

However, since multiplication with |p| is not surjective from H1(Rn) to
L2(Rn) the corresponding space is a bit tricky to define in the original x
coordinates. In this respect note that ∥w∥22 = ⟨w,w⟩ = ⟨ pw, pw⟩ = ⟨pv, |p|2pv⟩ =
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∑
j⟨∂jv, ∂jv⟩ but this norm is not equivalent to the H1 norm on Rn as there

is no Poincaré inequality on Rn. This problem does not occur when one
considers the Klein–Gordon equation

utt −∆u+mu = 0, u(0) = g, ut(0) = f, (9.104)

with m > 0. The analysis stays the same and all one has to do is replace |p|
by
√
|p|2 +m throughout.

If n = 1 we have sin(t|p|)
|p| ∈ L2(R) and hence we can get an expression in

terms of convolutions. In fact, since the inverse Fourier transform of sin(t|p|)
|p|

is
√

π
2χ[−1,1](p/t), we obtain

u(t, x) =

∫
R

1

2
χ[−t,t](x− y)f(y)dy =

1

2

∫ x+t

x−t
f(y)dy

in the case g = 0. But the corresponding expression for f = 0 is just the
time derivative of this expression and thus

u(t, x) =
1

2

∂

∂t

∫ x+t

x−t
g(y)dy +

1

2

∫ x+t

x−t
f(y)dy

=
g(x+ t) + g(x− t)

2
+

1

2

∫ x+t

x−t
f(y)dy, (9.105)

which is known as d’Alembert’s formula.
To obtain the corresponding formula in n = 3 dimensions we use the

following observation

∂

∂t
pφt(p) =

sin(t|p|)
|p|

, pφt(p) :=
1− cos(t|p|)

|p|2
, (9.106)

where pφt ∈ L2(R3). Then for f ∈ Hr(R3) we have U(t) := (2π)−3/2φt ∗ f ∈
C1(R, Hr+1(R3)) with U̇ = u, the solution (in the case g = 0) we are looking
for. Hence it remains to compute its inverse Fourier transform

φt(x) = lim
R→∞

1

(2π)3/2

∫
BR(0)

pφt(p)e
ipxd3p (9.107)

using spherical coordinates (without loss of generality we can rotate our
coordinate system, such that the third coordinate direction is parallel to x)

φt(x) = lim
R→∞

1

(2π)3/2

∫ R

0

∫ π

0

∫ 2π

0

1− cos(tr)

r2
eir|x| cos(θ)r2 sin(θ)dφdθdr.

(9.108)
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Evaluating the integrals we obtain

φt(x) = lim
R→∞

1√
2π

∫ R

0
(1− cos(tr))

(∫ π

0
eir|x| cos(θ) sin(θ)dθ

)
dr

= lim
R→∞

√
2

π

∫ R

0
(1− cos(tr))

sin(r|x|)
|x|r

dr

= lim
R→∞

1√
2π

∫ R

0

(
2
sin(r|x|)

|x|r
+

sin(r(t− |x|))
|x|r

− sin(r(t+ |x|))
|x|r

)
dr,

= lim
R→∞

1√
2π|x|

(2 Si(R|x|) + Si(R(t− |x|))− Si(R(t+ |x|))) ,

(9.109)

where

Si(z) =

∫ z

0

sin(x)

x
dx (9.110)

is the sine integral. Using Si(−x) = −Si(x) for x ∈ R and (Problem 9.35)

lim
x→∞

Si(x) =
π

2
(9.111)

we finally obtain (since the pointwise limit must equal the L2 limit)

φt(x) =

√
π

2

χ[0,|t|](|x|)
|x|

. (9.112)

For the wave equation this implies (assuming f ∈ H2(R3) such that it is
continuous and using Lemma 2.18 to compute the derivative pointwise)

u(t, x) =
1

4π

∂

∂t

∫
B|t|(x)

1

|x− y|
f(y)d3y

=
1

4π

∂

∂t

∫ |t|

0

∫
S2

1

r
f(x+ rω)r2dσ2(ω)dr

=
t

4π

∫
S2

f(x+ tω)dσ2(ω). (9.113)

If merely f ∈ H1(R3) the integrand has to be understood in the sense of
traces (Theorem 7.22). Thus we finally arrive at Kirchhoff’s formula.

u(t, x) =
∂

∂t

t

4π

∫
S2

g(x+ tω)dσ2(ω) +
t

4π

∫
S2

f(x+ tω)dσ2(ω)

=
1

4π

∫
S2

(
g + t ∂g · ω + t f

)
(x+ tω)dσ2(ω), (9.114)

for g ∈ H2(R3), f ∈ H1(R3) with the integrand to be understood in the
sense of traces.

Finally, to obtain a formula in n = 2 dimensions we use the method
of descent: That is we use the fact, that our solution in two dimensions is
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also a solution in three dimensions which happens to be independent of the
third coordinate direction. Unfortunately this does not fit within our current
framework since such functions are not square integrable (unless they vanish
identically). However, we can fix this problem by choosing some large value
R > 0 and a cutoff function φ ∈ C∞

c (R) with φ(r) = 1 for |r| ≤ R. Then
if we consider functions of the type f(x) = f(x1, x2)φ(x3), the Kirchhoff
formula will not see the difference as long as |x| + |t| ≤ R. Hence we can
simplify Kirchhoff’s formula in the case f does not depend on x3: Using
spherical coordinates we obtain
t

4π

∫
S2

f(x+ tω)dσ2(ω) =

=
t

2π

∫ π/2

0

∫ 2π

0
f(x1 + t sin(θ) cos(φ), x2 + t sin(θ) sin(φ)) sin(θ)dθdφ

ρ=sin(θ)
=

t

2π

∫ 1

0

∫ 2π

0

f(x1 + tρ cos(φ), x2 + tρ sin(φ))√
1− ρ2

ρdρ dφ

=
t

2π

∫
B1(0)

f(x+ ty)√
1− |y|2

d2y

which gives Poisson’s formula

u(t, x) =
∂

∂t

t

2π

∫
B1(0)

g(x+ ty)√
1− |y|2

d2y +
t

2π

∫
B1(0)

h(x+ ty)√
1− |y|2

d2y. (9.115)

Problem 9.30. Assume g ∈ L2(Rn). Show that u(t) defined in (9.79) is in
C1((0,∞), L2(Rn)) and solves (9.78). (Hint: |e−ε|p|2 − 1| ≤ ε|p|2 for ε ≥ 0.)

Problem 9.31. Suppose u(t) ∈ C1(I,X). Show that for s, t ∈ I

∥u(t)− u(s)∥ ≤M |t− s|, M = sup
τ∈[s,t]

∥du
dt

(τ)∥.

(Hint: Consider d(τ) = ∥u(τ)−u(s)∥−M̃(τ−s) for τ ∈ [s, t]. Suppose τ0 is
the largest τ for which the claim holds with M̃ > M and find a contradiction
if τ0 < t.)

Problem 9.32. Solve the transport equation

ut + a∂xu = 0, u(0) = g,

using the Fourier transform.

Problem 9.33. Suppose A ∈ L (X). Show that

T (t) = exp(tA) =

∞∑
j=0

tj

j!
Aj

defines a C0 (semi)group with generator A. Show that it is fact uniformly
continuous: T (t) ∈ C([0,∞),L (X)).
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Problem 9.34. Let r ≥ 0 and k ∈ N0. Show that TS(t) : Hr(Rn) → Hr(Rn)
as well as TS(t) : Hk,k(Rn) → Hk,k(Rn) (cf. (9.72)) with

∥TS(t)f∥Hr = ∥TS(t)f∥Hr , ∥TS(t)f∥Hk,k ≤ C⟨t⟩k∥f∥Hk,k .

Problem* 9.35. Show the Dirichlet integral

lim
R→∞

∫ R

0

sin(x)

x
dx =

π

2
.

Show also that the sine integral is bounded

| Si(x)| ≤ min(x, π(1 +
1

2ex
)), x > 0.

(Hint: Write Si(R) =
∫ R
0

∫∞
0 sin(x)e−xtdt dx and use Fubini.)

9.6. Tempered distributions

In many situation, in particular when dealing with partial differential equa-
tions, it turns out convenient to look at generalized functions, also known as
distributions.

To begin with we take a closer look at the Schwartz space S(Rm), defined
in (9.11), which already turned out to be a convenient class for the Fourier
transform. For our purpose it will be crucial to have a notion of convergence
in S(Rm) and the natural choice is the topology generated by the seminorms

qn(f) =
∑

|α|,|β|≤n

∥xα(∂βf)(x)∥∞, (9.116)

where the sum runs over all multi indices α, β ∈ Nm0 of order less than n.
Unfortunately these norms cannot be replaced by a single norm (and hence
we do not have a Banach space) but there is at least a metric

d(f, g) =

∞∑
n=1

1

2n
qn(f − g)

1 + qn(f − g)
(9.117)

and S(Rm) is complete with respect to this metric and hence a Fréchet space:

Lemma 9.40. The Schwartz space S(Rm) together with the family of semi-
norms {qn}n∈N0 is a Fréchet space.

Proof. It suffices to show completeness. Since a Cauchy sequence fk is in
particular a Cauchy sequence with respect to qn for arbitrary n, there is a
limit f ∈ C∞(Rm) such that all derivatives converge uniformly. Moreover,
since Cauchy sequences are bounded, qn(fk) ≤ Cn, we conclude f ∈ S(Rm).
Finally, limk→∞ qn(fk, f) = 0 for every n implies limk→∞ d(fk, f) = 0. □



288 9. The Fourier transform

We refer to Section 6.4 from [25] for further background on Fréchet
spaces. However, for our present purpose it is sufficient to observe that fn →
f if and only if qk(fn−f) → 0 for every k ∈ N0. Moreover, (cf. Corollary 6.16
from [25]) a linear map A : S(Rm) → S(Rm) is continuous if and only if for
every j ∈ N0 there is some k ∈ N0 and a corresponding constant Ck such
that qj(Af) ≤ Ckqk(f) and a linear functional ℓ : S(Rm) → C is continuous
if and only if there is some k ∈ N0 and a corresponding constant Ck such
that |ℓ(f)| ≤ Ckqk(f) .

Now the set of of all continuous linear functionals, that is the dual space
S∗(Rm), is known as the space of tempered distributions. As a natural
topology on S∗(Rm) one takes the weak-∗ topology defined to be the weakest
topology generated by the family of all point evaluations qf (T ) = |T (f)| for
all f ∈ S(Rm). Since different tempered distributions must differ at least
at one point the weak-∗ topology is Hausdorff. In particular, a sequence of
tempered distributions Tn converges to T precisely if Tn(f) → T (f) for all
f ∈ S(Rm).

To understand why this generalizes the concept of a function we begin
by observing that any locally integrable function which does not grow too
fast gives rise to a distribution.
Example 9.13. Let g be a locally integrable function of at most polyno-
mial growth, that is, there is some k ∈ N0 such that Ck :=

∫
Rm |g(x)|(1 +

|x|)−kdmx <∞. Then

Tg(f) :=

∫
Rm

g(x)f(x)dmx

is a distribution. To see that Tg is continuous observe that |Tg(f)| ≤ Ckqk(f).
Moreover, note that by Lemma 3.23 the distribution Tg and the function g
uniquely determine each other. ⋄

The next question is if there are distributions which are not of this form.
Example 9.14. Let x0 ∈ Rm then

δx0(f) := f(x0)

is a distribution, the Dirac delta distribution centered at x0. Continuity
follows from |δx0(f)| ≤ q0(f) Formally δx0 can be written as Tδx0 as in the
previous example where δx0 is the Dirac δ-function which satisfies δx0(x) = 0
for x ̸= x0 and δx0(x) = ∞ such that

∫
Rm δx0(x)f(x)d

mx = f(x0). This is
of course nonsense as one can easily see that δx0 cannot be expressed as Tg
with a locally integrable function of at most polynomial growth (show this).
However, giving a precise mathematical meaning to the Dirac δ-function was
one of the main motivations to develop distribution theory. ⋄
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Example 9.15. Let ϕ ∈ C∞
c (Rn) be a mollifier and let ϕε(x) = ε−nϕ(xε )

be the associated approximate identity. Then Tϕε(.−x0) → δx0 as ε ↓ 0 since
Tϕε(.−x0)(f) = (ϕε ∗ f)(x0) → f(x0) for all f ∈ S(Rn) by Lemma 3.21 (in
the p = ∞ case). ⋄
Example 9.16. The example of the delta distribution can be easily general-
ized: Let µ be a Borel measure on Rm such that Ck :=

∫
Rm(1+|x|)−kdµ(x) <

∞ for some k, then

Tµ(f) :=

∫
Rm

f(x)dµ(x)

is a distribution since |Tµ(f)| ≤ Ckqk(f). ⋄
Example 9.17. Another interesting distribution in S∗(R) is given by(

p.v.
1

x

)
(f) := lim

ε↓0

∫
|x|>ε

f(x)

x
dx.

To see that this is a distribution note that by the mean value theorem

|
(
p.v.

1

x

)
(f)| =

∫
ε<|x|<1

f(x)− f(0)

x
dx+

∫
1<|x|

f(x)

x
dx

≤
∫
ε<|x|<1

∣∣∣∣f(x)− f(0)

x

∣∣∣∣ dx+

∫
1<|x|

|x f(x)|
x2

dx

≤ 2 sup
|x|≤1

|f ′(x)|+ 2 sup
|x|≥1

|x f(x)|.

This shows |
(
p.v. 1x

)
(f)| ≤ 2q1(f). ⋄

Of course, to fill distribution theory with life, we need to extend the
classical operations for functions to distributions. First of all, addition and
multiplication by scalars comes for free, but we can easily do more. The
general principle is always the same: For any continuous linear operator A :
S(Rm) → S(Rm) there is a corresponding adjoint operator A′ : S∗(Rm) →
S∗(Rm), defined via (A′T )(f) = T (Af), which extends the effect on functions
(regarded as distributions of type Tg) to all distributions. We remark that A′

is also continuous, but we will not use this here. Note however that sequential
continuity is immediate: (A′Tn)(f) = Tn(Af) → T (Af) = (A′T )(f). We
start with a simple example illustrating this procedure.

Let h ∈ S(Rm), then the map A : S(Rm) → S(Rm), f 7→ h · f is
continuous. In fact, continuity follows from the Leibniz rule

∂α(h · f) =
∑
β≤α

(
α

β

)
(∂βh)(∂α−βf),

where
(
α
β

)
= α!

β!(α−β)! , α! =
∏m
j=1(αj !), and β ≤ α means βj ≤ αj for

1 ≤ j ≤ m. In particular, qj(h · f) ≤ Cjqj(h)qj(f) which shows that A is
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continuous and hence the adjoint is well defined via

(A′T )(f) = T (Af). (9.118)

Now what is the effect on functions? For a distribution Tg given by an
integrable function as above we clearly have

(A′Tg)(f) = Tg(hf) =

∫
Rm

g(x)(h(x)f(x))dmx

=

∫
Rm

(g(x)h(x))f(x)dmx = Tgh(f). (9.119)

So the effect of A′ on functions is multiplication by h and hence A′ generalizes
this operation to arbitrary distributions. We will write A′T = h · T for
notational simplicity. Note that since f can even compensate a polynomial
growth, h could even be a smooth function all whose derivatives grow at
most polynomially (e.g. a polynomial):

C∞
pg (Rm) := {h ∈ C∞(Rm)|∀α ∈ Nm0 ∃C, n : |∂αh(x)| ≤ C(1 + |x|)n}.

(9.120)
In summary we can define

(h · T )(f) := T (h · f), h ∈ C∞
pg (Rm). (9.121)

Example 9.18. Let h be as above and δx0(f) = f(x0). Then

h · δx0(f) = δx0(h · f) = h(x0)f(x0)

and hence h · δx0 = h(x0)δx0 . ⋄

Moreover, since Schwartz functions have derivatives of all orders, the
same is true for tempered distributions! To this end let α be a multi-
index and consider Dα : S(Rm) → S(Rm), f 7→ (−1)|α|∂αf (the reason
for the extra (−1)|α| will become clear in a moment) which is continuous
since qn(Dαf) ≤ qn+|α|(f). Again we let D′

α be the corresponding adjoint
operator and compute its effect on distributions given by functions g:

(D′
αTg)(f) = Tg((−1)|α|∂αf) = (−1)|α|

∫
Rm

g(x)(∂αf(x))d
mx

=

∫
Rm

(∂αg(x))f(x)d
mx = T∂αg(f), (9.122)

where we have used integration by parts in the last step which is (e.g.)
permissible for g ∈ C

|α|
pg (Rm) with Ckpg(Rm) = {h ∈ Ck(Rm)|∀|α| ≤ k ∃C, n :

|∂αh(x)| ≤ C(1 + |x|)n}.
Hence for every multi-index α we define

(∂αT )(f) := (−1)|α|T (∂αf). (9.123)
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Example 9.19. If g ∈ W k,p(Rn), then ∂αTg = T∂αg for all |α| ≤ k. This
follows since (7.9) extends to all φ in the closure of Cc(Rn) in Lq(Rn) (with
1
p +

1
q = 1). But this closure contains in particular S(Rn). ⋄

Example 9.20. Let Θ(x) = 0 for x < 0 and Θ(x) = 1 for x ≥ 0 be the
Heaviside step function. Then

(∂TΘ)(f) = −
∫
R
Θ(x)f ′(x)dx = −

∫ ∞

0
f ′(x)dx = f(0) = δ0(f).

Slightly more general, if µ is a finite Borel measure, then using f(x) =
−
∫∞
x f ′(y)dy and Fubini shows∫
R
f(x)dµ(x) = −

∫
R

∫
R
χ[x,∞)(y)f

′(y)dy dµ(x)

= −
∫
R

∫
R
χ(−∞,y](x)f

′(y)dµ(x)dy = −
∫
R
µ(x)f ′(y)dy.

Hence µ can be obtained as the derivative of its distribution function. It is
straightforward to generalize this to higher dimensions. ⋄
Example 9.21. Let α be a multi-index and δx0(f) = f(x0). Then

∂αδx0(f) = (−1)|α|δx0(∂αf) = (−1)|α|(∂αf)(x0). ⋄

Finally we use the same approach for the Fourier transform F : S(Rm) →
S(Rm), which is also continuous since qn( pf) ≤ Cnqn(f) by Lemma 9.4. Since
Fubini implies ∫

Rm

g(x) pf(x)dmx =

∫
Rm

pg(x)f(x)dmx (9.124)

for g ∈ L1(Rm) (or g ∈ L2(Rm)) and f ∈ S(Rm) we define the Fourier
transform of a distribution to be

(FT )(f) ≡ pT (f) := T ( pf) (9.125)

such that FTg = T
pg for g ∈ L1(Rm) (or g ∈ L2(Rm)).

Example 9.22. Let us compute the Fourier transform of δx0(f) = f(x0):

pδx0(f) = δx0(
pf) = pf(x0) =

1

(2π)m/2

∫
Rm

e−ix0xf(x)dmx = Tg(f),

where g(x) = (2π)−m/2e−ix0x. ⋄
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Example 9.23. A slightly more involved example is the Fourier transform
of p.v. 1x :

(
(
p.v.

1

x

)
)∧(f) = lim

ε↓0

∫
ε<|x|

pf(x)

x
dx = lim

ε↓0

1√
2π

∫
ε<|x|<1/ε

∫
R
e−iyx f(y)

x
dy dx

= lim
ε↓0

1√
2π

∫
R

∫
ε<|x|<1/ε

e−iyx

x
dx f(y)dy

= −i

√
2

π
lim
ε↓0

∫
R
sign(y)

(∫ 1/ε

ε

sin(t)

t
dt

)
f(y)dy.

Moreover, Problem 9.35 shows that we can use dominated convergence to
get

(
(
p.v.

1

x

)
)∧(f) = −i

√
π

2

∫
R
sign(y)f(y)dy,

that is, (
(
p.v. 1x

)
)∧ = −i

√
π
2 sign(y). ⋄

Note that since F : S(Rm) → S(Rm) is a homeomorphism, so is its
adjoint F ′ : S∗(Rm) → S∗(Rm). In particular, its inverse is given by

qT (f) := T ( qf). (9.126)

Moreover, all the operations for F carry over to F ′. For example, from
Lemma 9.4 we immediately obtain

(∂αT )
∧ = (ip)α pT , (xαT )∧ = i|α|∂α pT . (9.127)

Similarly one can extend Lemma 9.2 to distributions.
Next we turn to convolutions. Since (Fubini)∫

Rm

(h∗g)(x)f(x)dmx =

∫
Rm

g(x)(h̃∗f)(x)dmx, h̃(x) = h(−x), (9.128)

for integrable functions f, g, h we define

(h ∗ T )(f) := T (h̃ ∗ f), h ∈ S(Rm), (9.129)

which is well defined by Corollary 9.14. Moreover, Corollary 9.14 immedi-
ately implies

(h∗T )∧ = (2π)n/2ph pT , (hT )∧ = (2π)−n/2ph∗ pT , h ∈ S(Rm). (9.130)

Example 9.24. Note that the Dirac delta distribution acts like an identity
for convolutions since

(h ∗ δ0)(f) = δ0(h̃ ∗ f) = (h̃ ∗ f)(0) =
∫
Rm

h(y)f(y)dmy = Th(f). ⋄

In the last example the convolution is associated with a function. This
turns out always to be the case.
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Theorem 9.41. For every T ∈ S∗(Rm) and h ∈ S(Rm) we have that h ∗ T
is associated with the function

h ∗ T = Tg, g(x) := T (h(x− .)) ∈ C∞
pg (Rm). (9.131)

Proof. By definition (h ∗ T )(f) = T (h̃ ∗ f) and since (h̃ ∗ f)(x) =
∫
h(y −

x)f(y)dmy the distribution T acts on h(y − .) and we should be able to
pull out the integral by linearity. To make this idea work let us replace the
integral by a Riemann sum

(h̃ ∗ f)(x) = lim
n→∞

n2m∑
j=1

h(ynj − x)f(ynj )|Qnj |,

where Qnj is a partition of [−n
2 ,

n
2 ]
m into n2m cubes of side length 1

n and ynj is
the midpoint of Qnj . Then, if this Riemann sum converges to h∗f in S(Rm),
we have

(h ∗ T )(f) = lim
n→∞

n2m∑
j=1

g(ynj )f(y
n
j )|Qnj |

and of course we expect this last limit to converge to the corresponding
integral. To be able to see this we need some properties of g. Since

|h(z − x)− h(z − y)| ≤ q1(h)|x− y|

by the mean value theorem and similarly

qn(h(z − x)− h(z − y)) ≤ Cnqn+1(h)|x− y|

we see that x 7→ h(.−x) is continuous in S(Rm). Consequently g is continu-
ous. Similarly, if x = x0 + εej with ej the unit vector in the j’th coordinate
direction,

qn

(
1

ε
(h(.− x)− h(.− x0))− ∂jh(.− x0)

)
≤ Cnqn+2(h)ε

which shows ∂jg(x) = T ((∂jh)(x − .)). Applying this formula iteratively
gives

∂αg(x) = T ((∂αh)(x− .)) (9.132)

and hence g ∈ C∞(Rm). Furthermore, g has at most polynomial growth
since |T (f)| ≤ Cqn(f) implies

|g(x)| = |T (h(.− x))| ≤ Cqn(h(.− x)) ≤ C̃(1 + |x|n)q(h).

Combining this estimate with (9.132) even gives g ∈ C∞
pg (Rm).

In particular, since g · f ∈ S(Rm) the corresponding Riemann sum con-
verges and we have h ∗ T = Tg.
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It remains to show that our first Riemann sum for the convolution con-
verges in S(Rm). It suffices to show

sup
x

|x|N
∣∣∣∣∣∣
n2m∑
j=1

h(ynj − x)f(ynj )|Qnj | −
∫
Rm

h(y − x)f(y)dmy

∣∣∣∣∣∣→ 0

since derivatives are automatically covered by replacing h with the corre-
sponding derivative. The above expressions splits into two terms. The first
one is

sup
x

|x|N
∣∣∣∣∣
∫
|y|>n/2

h(y − x)f(y)dmy

∣∣∣∣∣ ≤ CqN (h)

∫
|y|>n/2

(1+|y|N )|f(y)|dmy → 0.

The second one is

sup
x

|x|N
∣∣∣∣∣∣
n2m∑
j=1

∫
Qn

j

(
h(ynj − x)f(ynj )− h(y − x)f(y)

)
dmy

∣∣∣∣∣∣
and the integrand can be estimated by

|x|N
∣∣h(ynj − x)f(ynj )− h(y − x)f(y)

∣∣
≤ |x|N

∣∣h(ynj − x)− h(y − x)
∣∣|f(ynj )|+ |x|N |h(y − x)|

∣∣f(ynj )− f(y)
∣∣

≤
(
qN+1(h)(1 + |ynj |N )|f(ynj )|+ qN (h)(1 + |y|N )

∣∣∂f(ỹnj )∣∣) |y − ynj |

and the claim follows since |f(y)|+ |∂f(y)| ≤ C(1 + |y|)−N−m−1. □

Example 9.25. If we take T = 1
π

(
p.v. 1x

)
, then

(T ∗ h)(x) = lim
ε↓0

1

π

∫
|y|>ε

h(x− y)

y
dy = lim

ε↓0

1

π

∫
|x−y|>ε

h(y)

x− y
dy

which is known as the Hilbert transform of h. Moreover,

(T ∗ h)∧(p) = −i√
2π

sign(p)ph(p)

as distributions and hence the Hilbert transform extends to a bounded op-
erator on L2(R). ⋄

As a consequence we get that distributions can be approximated by func-
tions.

Theorem 9.42. Let ϕε be the standard mollifier. For every T ∈ S∗(Rm) we
have ϕε ∗ T → T in S∗(Rm).

Proof. We need to show ϕε ∗ T (f) = T (ϕε ∗ f) for any f ∈ S(Rm). This
follows from continuity since ϕε ∗ f → f in S(Rm) as can be easily seen (the
derivatives follow from Lemma 3.20 (ii)). □
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Note that Lemma 3.20 (i) and (ii) implies

∂α(h ∗ T ) = (∂αh) ∗ T = h ∗ (∂αT ). (9.133)

When working with distributions it is also important to observe that, in
contradistinction to smooth functions, they can be supported at a single
point. Here the support supp(T ) of a distribution is the smallest closed set
V (namely the intersection of all closed sets with this property) for which

supp(f) ⊆ Rm \ V =⇒ T (f) = 0.

An example of a distribution supported at 0 is the Dirac delta distribution
δ0 as well as all of its derivatives. It turns out that these are in fact the only
examples.

Lemma 9.43. Suppose T is a distribution supported at x0. Then

T =
∑
|α|≤n

cα∂αδx0 . (9.134)

Proof. For simplicity of notation we suppose x0 = 0. First of all there is
some n such that |T (f)| ≤ Cqn(f). Write

T =
∑
|α|≤n

cα∂αδ0 + T̃ ,

where cα = T (xα)
α! . Then T̃ vanishes on every polynomial of degree at most

n, has support at 0, and still satisfies |T̃ (f)| ≤ C̃qn(f). Now let ϕε(x) =
ϕ(xε ), where ϕ has support in B1(0) and equals 1 in a neighborhood of 0.

Then T̃ (f) = T̃ (g) = T̃ (ϕεg), where g(x) = f(x) −
∑

|α|≤n
f (α)(0)
α! xα. Since

|∂βg(x)| ≤ Cβε
n+1−|β| for x ∈ Bε(0) Leibniz’ rule implies qn(ϕεg) ≤ Cε.

Hence |T̃ (f)| = |T̃ (ϕεg)| ≤ C̃qn(ϕεg) ≤ pCε and since ε > 0 is arbitrary we
have |T̃ (f)| = 0, that is, T̃ = 0. □

Example 9.26. Let us try to solve the Poisson equation in the sense of
distributions. We begin with solving

−∆T = δ0.

Taking the Fourier transform we obtain

|p|2 pT = (2π)−m/2

and since |p|−2 is a locally integrable function in Rm for m ≥ 3 the above
equation will be solved by

Φ := (2π)−m/2(
1

|p|2
)∨.
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Explicitly, Φ must be determined from

Φ(f) = (2π)−m/2
∫
Rm

qf(p)

|p|2
dmp = (2π)−m/2

∫
Rm

pf(p)

|p|2
dmp

and evaluating Lemma 9.27 at x = 0 we obtain for m ≥ 3 that Φ =
(2π)−m/2TI2 where I2 is the Riesz potential. (Alternatively one can also com-
pute the weak derivative of the Riesz potential directly, see Problems 7.11
and 7.12.) Note, that Φ is not unique since we could add a harmonic poly-
nomial corresponding to a solution of the homogenous equation — Prob-
lem 9.39.

Given h ∈ S(Rm) we can now consider h ∗ Φ which solves

−∆(h ∗ Φ) = h ∗ (−∆Φ) = h ∗ δ0 = h,

where in the last equality we have identified h with Th. Note that since h∗Φ
is associated with a function in C∞

pg (Rm) our distributional solution is also
a classical solution. This gives the formal calculations with the Dirac delta
function found in many physics textbooks a solid mathematical meaning. ⋄

Note that while we have been quite successful in generalizing many basic
operations to distributions, our approach is limited to linear operations! In
particular, it is not possible to define nonlinear operations, for example the
product of two distributions, within this framework. In fact, there is no asso-
ciative product of two distributions extending the product of a distribution
by a function from above.
Example 9.27. Consider the distributions δ0, x, and p.v. 1x in S∗(R). Then

x · δ0 = 0, x ·
(
p.v.

1

x

)
= 1.

Hence if there would be an associative product of distributions we would get
0 = (x · δ0) · p.v. 1x = δ0 · (x · p.v. 1x) = δ0. ⋄

This is known as Schwartz’ impossibility result. However, if one is con-
tent with preserving the product of functions, Colombeau algebras will do
the trick.

Problem 9.36. Compute the derivative of g(x) = sign(x) in S∗(R).

Problem 9.37. Let h ∈ C∞
pg (Rm) and T ∈ S∗(Rm). Show

∂α(h · T ) =
∑
β≤α

(
α

β

)
(∂βh)(∂α−βT ).

Problem 9.38. Show that supp(Tg) = supp(g) for locally integrable func-
tions.
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Problem 9.39. Show that the only harmonic distributions T ∈ S∗(R), that
is, all distributions which satisfy ∆T = 0, are the harmonic polynomials.
(Hint: Take the Fourier transform and use Lemma 9.43.)





Chapter 10

Interpolation and some
applications

10.1. Interpolation and the Fourier transform on Lp

We will fix some measure space (X,µ) and abbreviate Lp := Lp(X, dµ) for
notational simplicity. If f ∈ Lp0 ∩Lp1 for some p0 < p1 then it is not hard to
see that f ∈ Lp for every p ∈ [p0, p1] and we have the Lyapunov inequality

∥f∥p ≤ ∥f∥1−θp0 ∥f∥θp1 , (10.1)

where 1
p := 1−θ

p0
+ θ
p1

, θ ∈ (0, 1) (Problem 3.13). Note that Lp0 ∩Lp1 contains
all integrable simple functions which are a convenient dense set of functions
in Lp for 1 ≤ p < ∞ (for p = ∞ this is only true if the measure is finite —
cf. Problem 3.23).

This is a first occurrence of an interpolation technique. Next we want
to turn to operators. For example, we have defined the Fourier transform as
an operator from L1 → L∞ as well as from L2 → L2 and the question is, if
this can be used to extend the Fourier transform to the spaces in between.

Since it will be convenient to have a space which contains both Lp0 and
Lp1 as subspaces, we denote by Lp0 + Lp1 the space of (equivalence classes)
of measurable functions f which can be written as a sum f = f0 + f1 with
f0 ∈ Lp0 and f1 ∈ Lp1 (clearly such a decomposition is not unique and
different decompositions will differ by elements from Lp0 ∩ Lp1). Then we
have

Lp ⊆ Lp0 + Lp1 , p0 ≤ p ≤ p1, (10.2)

since we can always decompose a function f ∈ Lp, 1 ≤ p < ∞, as f =
fχ{x| |f(x)|≤1}+fχ{x| |f(x)|>1} with fχ{x| |f(x)|≤1} ∈ Lp∩L∞ and fχ{x| |f(x)|>1} ∈
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L1∩Lp. Hence, if we have two operators A0 : L
p0 → Lq0 and A1 : L

p1 → Lq1

which coincide on the intersection, A0|Lp0∩Lp1 = A1|Lp0∩Lp1 , we can extend
them by virtue of

A : Lp0 + Lp1 → Lq0 + Lq1 , f0 + f1 7→ A0f0 +A1f1 (10.3)

(check that A is indeed well-defined, i.e., independent of the decomposition
of f into f0 + f1). In particular, this defines A on Lp for every p ∈ (p0, p1)
and the question is if A restricted to Lp will be a bounded operator into
some Lq provided A0 and A1 are bounded.

To answer this question we begin with a result from complex analysis.

Theorem 10.1 (Hadamard three-lines theorem). Let S be the open strip
{z ∈ C|0 < Re(z) < 1} and let F : S → C be continuous and bounded on S
and holomorphic in S. If

|F (z)| ≤

{
M0, Re(z) = 0,

M1, Re(z) = 1,
(10.4)

then
|F (z)| ≤M

1−Re(z)
0 M

Re(z)
1 (10.5)

for every z ∈ S.

Proof. Without loss of generality we can assume M0,M1 > 0 (otherwise
the estimate holds for any positive constants and we can take limits) and
after the transformation F (z) → M z−1

0 M−z
1 F (z) even M0 = M1 = 1. Now

we consider the auxiliary function

Fn(z) := e(z
2−1)/nF (z),

which still satisfies |Fn(z)| ≤ 1 for Re(z) = 0 and Re(z) = 1 since Re(z2 −
1) ≤ −Im(z)2 ≤ 0 for z ∈ S. Moreover, by assumption |F (z)| ≤M implying
|Fn(z)| ≤ 1 for |Im(z)| ≥

√
log(M)n (assuming M > 1 w.l.o.g.). Moreover,

applying the maximum modulus principle on the rectangle {z ∈ S||Im(z)| <√
log(M)n we see |Fn(z)| ≤ 1 on this rectangle and hence for all z ∈ S.

Finally, letting n→ ∞ the claim follows. □

Example 10.1. The function F (z) := exp(sin(πz)) satisfies |F (z)| = 1 for
Re(z) ∈ Z but is unbounded on the strip S. Hence boundedness on the
boundary of S alone does not suffice. ⋄

Now we are able to show the Riesz–Thorin interpolation theorem1:

1Marcel Riesz (1886 –1969), Hungarian mathematician
1Olof Thorin (1912–2004), Swedish mathematician

http://en.wikipedia.org/wiki/Marcel Riesz
http://en.wikipedia.org/wiki/Olof Thorin


10.1. Interpolation and the Fourier transform on Lp 301

Theorem 10.2 (Riesz–Thorin). Let (X, dµ) and (Y, dν) be σ-finite measure
spaces and 1 ≤ p0, p1, q0, q1 ≤ ∞. If A is a linear operator on

A : Lp0(X, dµ) + Lp1(X, dµ) → Lq0(Y, dν) + Lq1(Y, dν) (10.6)

satisfying
∥Af∥q0 ≤M0∥f∥p0 , ∥Af∥q1 ≤M1∥f∥p1 , (10.7)

then A has continuous restrictions

Aθ : L
pθ(X, dµ) → Lqθ(Y, dν),

1

pθ
=

1− θ

p0
+

θ

p1
,
1

qθ
=

1− θ

q0
+
θ

q1
(10.8)

satisfying ∥Aθ∥ ≤M1−θ
0 M θ

1 for every θ ∈ [0, 1].

Proof. By Lemma 3.6 it suffices to show∣∣∣∣∫ (Af)(y)g(y)dν(y)

∣∣∣∣ ≤M1−θ
0 M θ

1 ,

where f, g are simple functions with ∥f∥pθ = ∥g∥q′θ = 1 and 1
qθ

+ 1
q′θ

= 1.

To this end let f(x) =
∑

j αjχAj (x), g(x) =
∑

k βkχBk
(x) be simple

functions with ∥f∥pθ = ∥g∥q′θ = 1 and set fz(x) :=
∑

j |αj |pθ/pz sign(αj)χAj (x),
gz(y) :=

∑
k |βk|q

′
θ/q

′
z sign(βk)χBk

(y) such that ∥fz∥px = ∥gz∥q′x = 1 for
x := Re(z) ∈ [0, 1]. In the case pθ = ∞ the quotient pθ/pz has to replaced
by 1 and similarly if q′θ = ∞.

Next, note that

F (z) :=

∫
(Afz)gzdν

is entire (being a linear combination of exponential functions) with

|F (z)| ≤
∑
jk

∫
|AχAj |χBk

dν|αj |pθ/px |βk|q
′
θ/q

′
x .

In particular F is bounded for 0 ≤ x := Re(z) ≤ 1. Moreover, for x = 0 we
have by Hölders inequality |F (z)| ≤M0∥fz∥p0∥gz∥q′0 =M0 and for x = 1 we
have similarly |F (z)| ≤ M1. Hence, as required, |F (z)| ≤ M1−x

0 Mx
1 by the

tree lines theorem. □

Note that the proof shows even a bit more

Corollary 10.3. Let A be an operator defined on the space of integrable
simple functions satisfying (10.7). Then A has continuous extensions Aθ as
in the Riesz–Thorin theorem which will agree on Lp0(X, dµ) ∩ Lp1(X, dµ).
If p1 = ∞, then A1 is only defined on the closure of the space of integrable
simple functions in L∞.
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Proof. To see that all extensions agree for f ∈ Lp0(X, dµ) ∩ Lp1(X, dµ),
choose a sequence of simple functions fn with |fn| ≤ |f | which converges
pointwise to f (Problem 2.3). □

Also observe that it is important to work with complex spaces. If A is an
operator on real Lebesgue spaces, we can of course extend it to the complex
spaces (by setting A(f+ig) = Af+iAg) but this will in general increase the
norm by a factor of 2 and this factor hence also needs to be added to (10.5).

As an application we get two important inequalities:

Corollary 10.4 (Hausdorff–Young inequality). The Fourier transform ex-
tends to a continuous map F : Lp(Rn) → Lq(Rn), for 1 ≤ p ≤ 2, 1

p +
1
q = 1,

satisfying
(2π)−n/(2q)∥ pf∥q ≤ (2π)−n/(2p)∥f∥p. (10.9)

We remark that the Fourier transform does not extend to a continuous
map F : Lp(Rn) → Lq(Rn), for p > 2 (Problem 10.3). Moreover, its range
is dense for 1 < p ≤ 2 but not all of Lq(Rn) unless p = q = 2.

Corollary 10.5 (Young inequality). Let f ∈ Lp(Rn) and g ∈ Lq(Rn) with
1
p +

1
q ≥ 1. Then f(y)g(x − y) is integrable with respect to y for a.e. x and

the convolution satisfies f ∗ g ∈ Lr(Rn) with

∥f ∗ g∥r ≤ ∥f∥p∥g∥q, (10.10)

where 1
r = 1

p +
1
q − 1.

Proof. We consider the operator Agf := f ∗ g which satisfies ∥Agf∥q ≤
∥g∥q∥f∥1 for every f ∈ L1 by Lemma 3.20. Similarly, Hölder’s inequality
implies ∥Agf∥∞ ≤ ∥g∥q∥f∥q′ for every f ∈ Lq

′ , where 1
q +

1
q′ = 1. Hence the

Riesz–Thorin theorem implies that Ag extends to an operator Ag,q : Lp →
Lr, where 1

p = 1−θ
1 + θ

q′ = 1− θ
q and 1

r = 1−θ
q + θ

∞ = 1
p +

1
q − 1. To see that

f(y)g(x − y) is integrable a.e. consider fn(x) = χ|x|≤n(x)max(n, |f(x)|).
Then the convolution (fn ∗ |g|)(x) is finite and converges for every x by
monotone convergence. Moreover, since fn → |f | in Lp we have fn ∗ |g| →
A|g|f in Lr, which finishes the proof. □

Combining the last two corollaries we obtain:

Corollary 10.6. Let f ∈ Lp(Rn) and g ∈ Lq(Rn) with 1
r = 1

p +
1
q − 1 ≥ 0

and 1 ≤ r, p, q ≤ 2. Then

(f ∗ g)∧ = (2π)n/2 pfpg.

Proof. By Corollary 9.14 the claim holds for f, g ∈ S(Rn). Now take a
sequence of Schwartz functions fm → f in Lp and a sequence of Schwartz
functions gm → g in Lq. Then the left-hand side converges in Lr

′ , where
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1
r′ = 2 − 1

p −
1
q , by the Young and Hausdorff–Young inequalities. Similarly,

the right-hand side converges in Lr′ by the generalized Hölder (Problem 3.10)
and Hausdorff–Young inequalities. □

Problem 10.1. Show that

∥f∥ := inf{∥f0∥p0 + ∥f1∥p1}|f = f0 + f1, f0 ∈ Lp0 , f1 ∈ Lp1}

turns Lp0 +Lp1 into a Banach space. (Hint: To show completeness, use that
a Banach space is complete if and only if every absolutely convergent series
converges.)

Problem 10.2. Use dilations f(x) 7→ f(λx), λ > 0, to show that an in-
equality ∥ pf∥q ≤ Cp,q∥f∥p can only hold if 1

p +
1
q = 1.

Problem* 10.3. Show that the Fourier transform does not extend to a con-
tinuous map F : Lp(Rn) → Lq(Rn), for p > 2. Use the closed graph theorem
to conclude that F is not onto for 1 ≤ p < 2. (Hint for the case n = 1:
Consider ϕz(x) = exp(−zx2/2) for z = λ+ iω with λ > 0.)

Problem 10.4 (Young inequality). Let K(x, y) be measurable and suppose

sup
x

∥K(x, .)∥Lr(Y,dν) ≤ C, sup
y

∥K(., y)∥Lr(X,dµ) ≤ C.

where 1
r = 1

q − 1
p ≥ 1 for some 1 ≤ p ≤ q ≤ ∞. Then the operator

K : Lp(Y, dν) → Lq(X, dµ), defined by

(Kf)(x) =

∫
Y
K(x, y)f(y)dν(y),

for µ-almost every x, is bounded with ∥K∥ ≤ C. (Hint: Show ∥Kf∥∞ ≤
C∥f∥r′, ∥Kf∥r ≤ C∥f∥1 and use interpolation.)

10.2. The Marcinkiewicz interpolation theorem

In this section we are going to look at another interpolation theorem which
might be helpful in situations where the Riesz–Thorin interpolation theorem
does not apply. In this respect recall, that f(x) := 1

x just fails to be integrable
over R. To include such functions we begin by slightly weakening the Lp

norms. To this end we fix some measure space (X,µ) and consider the
distribution function

Ef (r) := µ
(
{x ∈ X| |f(x)| > r}

)
(10.11)

of a measurable function f : X → C with respect to µ. Note that Ef is
decreasing and right continuous. Moreover, Ef (r) = 0 for r ≥ ∥f∥∞.
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Example 10.2. Considering the characteristic function χA of a measurable
set A. Then EχA(r) = |A| for 0 ≤ r < 1 and EχA(r) = 0 for r ≥ 1.

In general you can think of the area under the graph of f as some mass
points which are only allowed to move horizontally like beads on an abacus.
Then you obtain Ef by rotating the abacus by 90 degrees and let gravity
do the rest. Note that if you rotate the abacus back, the result is known as
decreasing rearrangement of f (Problem 10.10). ⋄

Given, the distribution function we can compute the Lp norm via

∥f∥pp = p

∫ ∞

0
rp−1Ef (r)dr, 1 ≤ p <∞. (10.12)

In fact, integrate |f(x)|p = p
∫∞
0 χ{|f(x)|>r}(r, x)r

p−1dr over X and use Fu-
bini (cf. Problem 2.20). In the case p = ∞ we have

∥f∥∞ = inf{r ≥ 0|Ef (r) = 0}. (10.13)

Another relationship follows from the observation

∥f∥pp =
∫
X
|f |pdµ ≥

∫
|f |>r

rpdµ = rpEf (r) (10.14)

which yields Markov’s inequality

Ef (r) ≤ r−p∥f∥pp. (10.15)

Motivated by this we define the weak Lp norm

∥f∥p,w := inf{C > 0|Ef (r) ≤ r−pCp, r > 0}

=sup
r>0

rEf (r)
1/p, 1 ≤ p <∞, (10.16)

and the corresponding spaces Lp,w(X, dµ) consist of all equivalence classes
of functions which are equal a.e. for which ∥.∥p,w is finite. Clearly the distri-
bution function and hence the weak Lp norm depend only on the equivalence
class. Despite its name, the weak Lp norm turns out to be only a quasinorm
(Problem 10.5). By construction we have

∥f∥p,w ≤ ∥f∥p (10.17)

and thus Lp(X, dµ) ⊆ Lp,w(X, dµ). In the case p = ∞ we set ∥.∥∞,w := ∥.∥∞.
Example 10.3. Consider f(x) = 1

x in R. Then clearly f ̸∈ L1(R) but

Ef (r) = |{x| |1
x
| > r}| = |{x| |x| < r−1}| = 2

r

shows that f ∈ L1,w(R) with ∥f∥1,w = 2. Slightly more general, the function
f(x) = |x|−n/p ̸∈ Lp(Rn) but f ∈ Lp,w(Rn). Hence Lp,w(Rn) is strictly larger
than Lp(Rn). ⋄
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Now we are ready for our interpolation result. We call an operator T :
Lp(X, dµ) → Lq(X, dν) subadditive if it satisfies

|T (f + g)| ≤ |T (f)|+ |T (g)|. (10.18)

It is said to be of strong type (p, q) if

∥T (f)∥q ≤ Cp,q∥f∥p (10.19)

and of weak type (p, q) if

∥T (f)∥q,w ≤ Cp,q,w∥f∥p. (10.20)

By (10.17) strong type (p, q) is indeed stronger than weak type (p, q) and we
have Cp,q,w ≤ Cp,q.

Theorem 10.7 (Marcinkiewicz2). Let (X, dµ) be a measure space and 1 ≤
p0 < p1 ≤ ∞. Let T be a subadditive operator defined for all f ∈ Lp(X, dµ),
p ∈ [p0, p1]. If T is of weak type (p0, p0) and (p1, p1) then it is also of strong
type (p, p) for every p0 < p < p1 with

∥T (f)∥p ≤ 2

(
p

p− p0
+

p

p1 − p

) 1
p

C
p0
p

p1−p
p1−p0

p0 C
p1
p

p−p0
p1−p0

p1 ∥f∥p. (10.21)

Proof. We begin by assuming p1 <∞. Fix f ∈ Lp as well as some number
s > 0 and decompose f = f0 + f1 according to

f0 := fχ{x| |f |>s} ∈ Lp0 ∩ Lp, f1 := fχ{x| |f |≤s} ∈ Lp ∩ Lp1 .

Next we use (10.12),

∥T (f)∥pp = p

∫ ∞

0
rp−1ET (f)(r)dr = p2p

∫ ∞

0
rp−1ET (f)(2r)dr

and observe
ET (f)(2r) ≤ ET (f0)(r) + ET (f1)(r)

since |T (f)| ≤ |T (f0)| + |T (f1)| implies |T (f)| > 2r only if |T (f0)| > r or
|T (f1)| > r. Now using (10.15) our assumption implies

ET (fj)(r) ≤
(∥T (fj)∥pj ,w

r

)pj
≤
(
Cj∥fj∥pj

r

)pj
, j = 0, 1,

and choosing s = ρr (with ρ > 0 to be chosen later) we obtain

ET (f)(2r) ≤
Cp00
rp0

∫
{x| |f |>ρr}

|f |p0dµ+
Cp11
rp1

∫
{x| |f |≤ρr}

|f |p1dµ.

2Józef Marcinkiewicz (1910–1940), Polish mathematician

https://en.wikipedia.org/wiki/J%C3%B3zef_Marcinkiewicz
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In summary we have ∥T (f)∥pp ≤ p2p(Cp00 I0 + Cp11 I1) with

I0 =

∫ ∞

0

∫
X
rp−p0−1χ{(x,r)| |f(x)|>ρr}|f(x)|p0dµ(x) dr

=

∫
X
|f(x)|p0

∫ |f(x)|/ρ

0
rp−p0−1dr dµ(x) =

ρp0−p

p− p0
∥f∥pp

and

I1 =

∫ ∞

0

∫
X
rp−p1−1χ{(x,r)| |f(x)|≤ρr}|f(x)|p1dµ(x) dr

=

∫
X
|f(x)|p1

∫ ∞

|f(x)|/ρ
rp−p1−1dr dµ(x) =

ρp1−p

p1 − p
∥f∥pp.

In summary we obtain

∥T (f)∥p ≤ 2
(
p/(p− p0)C

p0
0 ρ

p0−p + p/(p1 − p)Cp11 ρ
p1−p)1/p∥f∥p

and choosing ρ such that

Cp00 ρ
p0−p = Cp11 ρ

p1−p

produces the desired estimate.
The case p1 = ∞ is similar: Split f ∈ Lp according to

f0 := fχ{x| |f |>s/C1} ∈ Lp0 ∩ Lp, f1 := fχ{x| |f |≤s/C1} ∈ Lp ∩ L∞

(if C1 = 0 there is nothing to prove). Then ∥T (f1)∥∞ ≤ s/C1 and hence
ET (f1)(s/C1) = 0. Thus

ET (f)(2r) ≤
Cp00
rp0

∫
{x| |f |>r/C1}

|f |p0dµ

and we can proceed as before to obtain

∥T (f)∥p ≤ 2
(
p/(p− p0)

)1/p
C
p0/p
0 C

1−p0/p
1 ∥f∥p,

which is again the desired estimate. □

As with the Riesz–Thorin theorem there is also a version for operators
which are of weak type (p0, q0) and (p1, q1) but the proof is slightly more
involved and the above diagonal version is frequently sufficient.

As a first application we will use it to investigate the Hardy–Littlewood
maximal function defined for any locally integrable function in Rn via

M(f)(x) = sup
r>0

1

|Br(x)|

∫
Br(x)

|f(y)|dny. (10.22)

By the dominated convergence theorem, the integral is continuous with re-
spect to x and consequently (Problem 1.23) M(f) is lower semicontinuous
(and hence measurable). Moreover, its value is unchanged if we change f on
sets of measure zero, so M is well defined for functions in Lp(Rn). However,
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it is unclear if M(f)(x) is finite a.e. at this point. If f is bounded we of
course have the trivial estimate

∥M(f)∥∞ ≤ ∥f∥∞. (10.23)

Example 10.4. The maximal function of f(x) := χ(−1,1)(x) is given by
(Problem 10.12)

M(f)(x) =

{
1, |x| < 1,

1
1+|x| , |x| ≥ 1.

Note that even though f has compact support, M(f) only decays like O(1/x)
and hence ist not integrable. So M is not of strong type (1, 1). The slow
decay could be fixed by taking the sup not for r > 0 but (e.g.) for 0 < r < 1.
However, this will still not render M of strong type (1, 1) (Problem 10.13).

⋄

Theorem 10.8 (Hardy–Littlewood maximal inequality). The maximal func-
tion is of weak type (1, 1),

EM(f)(r) ≤
3n

r
∥f∥1, (10.24)

and of strong type (p, p),

∥M(f)∥p ≤ 2

(
3np

p− 1

)1/p

∥f∥p, (10.25)

for every 1 < p ≤ ∞.

Proof. The first estimate follows literally as in the proof of Lemma 4.5:
Let K ⊆ {x | M(f)(x) > r} be compact. Then for every xi ∈ K there is
some ball Bi := Bri(xi) such that |Bi|r <

∫
Bi

|f(y)|dny. By compactness
finitely many of these balls B1,. . . , Bm cover K and we can choose a subset
of disjoint balls Bj1 , . . .Bjk as in Wiener’s covering Lemma 4.4. Then

|K| ≤
k∑
i=1

|3Bji | ≤
3n

r

k∑
i=1

∫
Bji

|f(y)|dny ≤ 3n

r
∥f∥1.

This establishes the first claim by inner regularity of the Lebesgue measure.
Combining this estimate with the trivial one (10.23), the Marcinkiewicz in-
terpolation theorem yields the second. □

Using this fact, our next aim is to prove the Hardy–Littlewood–Sobolev
inequality. As a preparation we show

Lemma 10.9. Let ϕ ∈ L1(Rn) be radial, ϕ(x) = ϕ0(|x|), with ϕ0 nonnegative
and nonincreasing. Then we have the following estimate for convolutions
with integrable functions:

|(ϕ ∗ f)(x)| ≤ ∥ϕ∥1M(f)(x). (10.26)
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Proof. We start with the case where ϕ0 =
∑p

j=1 αjχ[0,rj ] with αj > 0 is a
simple function. Then

(ϕ ∗ f)(x) =
∑
j

αj |Brj (0)|
1

|Brj (x)|

∫
Brj (x)

f(y)dny

and the estimate follows upon taking absolute values and observing ∥ϕ∥1 =∑
j αj |Brj (0)|.
To see the general case choose a sequence of simple functions ϕn0 ↗ ϕ0

and observe

|(ϕ ∗ f)(x)| ≤ (ϕ ∗ |f |)(x) = lim
n
(ϕn ∗ |f |)(x) ≤ lim

n
∥ϕn∥1M(f)(x)

= ∥ϕ∥1M(f)(x)

by monotone convergence. □

Now we will apply this to the Riesz potential (9.45) of order α:

Iαf = Iα ∗ f. (10.27)

Theorem 10.10 (Hardy–Littlewood–Sobolev inequality). Let 0 < α < n,
p ∈ (1, nα), and q = pn

n−pα ∈ ( n
n−α ,∞) (i.e., α

n = 1
p −

1
q ). Then Iα is of strong

type (p, q),
∥Iαf∥q ≤ Cp,α,n∥f∥p. (10.28)

Proof. We split the Riesz potential into two parts

Iα = I0α + I∞α , I0α = Iαχ(0,ε), I
∞
α = Iαχ[ε,∞),

where ε > 0 will be determined later. Note that I0α(|.|) ∈ L1(Rn) and
I∞α (|.|) ∈ Lr(Rn) for every r ∈ ( n

n−α ,∞). In particular, since p′ = p
p−1 ∈

( n
n−α ,∞), both integrals converge absolutely by the Young inequality (10.10).

Next we will estimate both parts individually. Using Lemma 10.9 we obtain

|I0
αf(x)| ≤

∫
|y|<ε

dny

|y|n−α
M(f)(x) =

(n− 1)Vn
α− 1

εnM(f)(x).

On the other hand, using Hölder’s inequality we infer

|I∞
α f(x)| ≤

(∫
|y|≥ε

dny

|y|(n−α)p′

)1/p′

∥f∥p =
(

(n− 1)Vn
p′(n− α)− n

)1/p′

εα−n/p∥f∥p.

Now we choose ε =
(

∥f∥p
M(f)(x)

)p/n
such that

|Iαf(x)| ≤ C̃∥f∥θpM(f)(x)1−θ, θ =
αp

n
∈ (

α

n
, 1),
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where C̃/2 is the larger of the two constants in the estimates for I0
αf and

I∞
α f . Taking the Lq norm in the above expression gives

∥Iαf∥q ≤ C̃∥f∥θp∥M(f)1−θ∥q = C̃∥f∥θp∥M(f)∥1−θq(1−θ) = C̃∥f∥θp∥M(f)∥1−θp

and the claim follows from the Hardy–Littlewood maximal inequality. □

Problem* 10.5. Show that Ef = 0 if and only if f = 0. Moreover, show
Ef+g(r + s) ≤ Ef (r) + Eg(s) and Eαf (r) = Ef (r/|α|) for α ̸= 0. Conclude
that Lp,w(X, dµ) is a quasinormed space with

∥f + g∥p,w ≤ 2
(
∥f∥p,w + ∥g∥p,w

)
, ∥αf∥p,w = |α|∥f∥p,w.

Problem 10.6. Show f(x) = |x|−n/p ∈ Lp,w(Rn). Compute ∥f∥p,w.

Problem 10.7. Let A be a set with finite measure and 0 < q < p < ∞.
Show that ∫

A
|f |qdµ ≤ p

p− q
µ(A)

1− q
p ∥f∥qp,w

and conclude that

Lp(X, dµ) ⊆ Lp,w(X, dµ) ⊆ Lq(X, dµ).

provided µ is finite. (Hint: µ({x ∈ A| |f(x)| > r}) ≤ min(µ(A), r−p∥f∥pp,w).)

Problem 10.8. Let 0 < q < p <∞ and consider

|||f |||p,w := sup
0<µ(A)<∞

µ(A)
1
p
− 1

q

(∫
A
|f |qdµ

)1/q

.

Show that

∥f∥p,w ≤ |||f |||p,w ≤
(

p

q − p

)1/q

∥f∥p,w.

Show that for p > 1 the choice q = 1 gives a proper norm. (Hint: For one
direction use the previous problem. For the other direction make a special
choice for A.)

Problem 10.9. Show that if fn → f in weak-Lp, then fn → f in measure.

Problem 10.10. The right continuous generalized inverse of the distribution
function is known as the decreasing rearrangement of f : X → C:

f⋆(t) := inf{r ≥ 0|Ef (r) ≤ t}

(see Section 2.5 for basic properties of the generalized inverse). Note that f⋆

is decreasing with f⋆(0) = ∥f∥∞. Show that

Ef⋆ = Ef

and in particular ∥f⋆∥p = ∥f∥p.

Problem 10.11. Show that f = 0 if and only if M(f)(x0) = 0 for one x0.
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Problem 10.12. Compute the maximal function of f(x) := χ(−1,1)(x).

Problem 10.13. Show that the maximal function of an integrable function
might not be (locally) integrable. Specifically, show that

f(x) :=
χ[−1/2,1/2](x)

|x| log(|x|)2

is in L1(R) and satisfies

M(f)(x) ≥ 1

2|x| log(1/|2x|)
, x ∈ [−1/4, 1/4],

which is not locally integrable.

Problem 10.14. Show that the maximal function of an integrable function
satisfies

|f(x)| ≤ M(f)(x) <∞
at every Lebesgue point.

Problem* 10.15. Let ϕ be a nonnegative nonincreasing radial function with
∥ϕ∥1 = 1. Set ϕε(x) = ε−nϕ(xε ). Show that for integrable f we have (ϕε ∗
f)(x) → f(x) at every Lebesgue point. (Hint: Split ϕ = ϕδ + ϕ̃δ into a
part with compact support ϕδ and a rest by setting ϕ̃δ(x) = min(δ, ϕ(x)). To
handle the compact part use Problem 3.32. To control the contribution of the
rest use Lemma 10.9.)

Problem 10.16. For f ∈ L1(0, 1) define

T (f)(x) = ei arg(
∫ 1
0 f(y)dy)f(x).

Show that T is subadditive and norm preserving. Show that T is not contin-
uous in L1.

10.3. Calderón–Zygmund operators

In this section we want to look at convolution-type integral operators

(Kf)(x) :=

∫
Rn

K(x− y)f(y)dny. (10.29)

If the kernel satisfies K ∈ L1(Rn), then the associated operator K will be
a bounded map on Lp(Rn) whose norm can be estimated using Young’s
inequality (3.25). Here we want to look at the case where this assumption
is not satisfied. The prototypical example being the Hilbert transform with
K(x) := 1

x in R.
To this end we will call a measurable function K : Rn → C a Calderón–

Zygmund kernel3 provided

3Alberto Calderón (1920–1998), Argentinian mathematician
3Antoni Zygmund (1900–1992), Polish mathematician

https://en.wikipedia.org/wiki/Alberto_Calder%C3%B3n
http://en.wikipedia.org/wiki/Antoni Zygmund
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(i) |K(x)| ≤ B
|x|n , for all x ∈ Rn,

(ii)
∫
|x|>2|y| |K(x) − K(x − y)|dnx ≤ B for all y ∈ Rn (Hörmander

condition4),
(iii)

∫
r<|x|<RK(x)dnx = 0 for all 0 < r < R (cancellation condi-

tion).

Such operators are also known as singular integral operators since K
is not necessarily integrable. Note that these type of operators have two
potential problems: A potential (non-integrable) singularity at 0 and the
slow (non-integrable) decay.
Example 10.5. The Hilbert transform K(x) := 1

x clearly satisfies these
conditions with B = 2 log(2). To see (ii) observe∫

|x|>2|y|
|1
x
− 1

x− y
|dnx ≤

∫
|x|>2|y|

|y|
|x|(|x| − |y|)

dx = 2 log(2)

since |x− y| ≥ |x| − |y| . ⋄

As with the Hilbert transform, special care has to be taken when defining
an associated operator and we will set

(Kf)(x) := lim
ε↓0

∫
ε<|x−y|

K(x− y)f(y)dny (10.30)

for f ∈ S(Rn). To see that this limit exists, we first split the integral and
then use the cancellation condition to obtain

(Kf)(x) = lim
ε↓0

∫
ε<|x−y|<1

K(x− y)f(y)dny +

∫
1≤|x−y|

K(x− y)f(y)dny

=

∫
|x−y|<1

K(x− y)(f(y)− f(x))dny +

∫
1≤|x−y|

K(x− y)f(y)dny.

(10.31)

Here the first integral can be estimated according to |K(x−y)(f(y)−f(x))| ≤
B

|x−y|nC|x− y| and hence is integrable and the limit follows from dominated
convergence. Of course a weaker condition like f ∈ C0,α(Rn) ∩ Lp(Rn) for
some 1 ≤ p < ∞ would also be sufficient for this argument. The uniform
convergence as ε ↓ 0 shows that Kf ∈ Cb(Rn) in this case (cf. Problem 3.25
for the second integral).

Note that the Hörmander condition is a smoothness condition and for
differentiable kernels there is the following variant which is easier to check.

Lemma 10.11. Suppose K is differentiable on Rn \ {0} with

|∇K(x)| ≤ B

|x|n+1
, (10.32)

4Lars Hörmander (1931–2012), Swedish mathematician

https://en.wikipedia.org/wiki/Lars_H%C3%B6rmander
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then the Hörmander condition holds with B replaced by 2nSnB.

Proof. We begin by observing

|K(x)−K(x− y)| =
∣∣∣∣∫ 1

0
∇K(x− ty) · y dt

∣∣∣∣ ≤ ∫ 1

0

B

|x− ty|n+1
|y|dt

≤
∫ 1

0

B

|x− ty|n+1
|y|dt ≤ 2n+1B|y|

|x|n+1
,

where that last estimate holds for |x| > 2|y| since in this case |x − ty| ≥
|x| − |y| ≥ 1

2 |x|. Consequently∫
|x|>2|y|

|K(x)−K(x− y)|dnx ≤ 2n+1B|y|
∫
|x|>2|y|

1

|x|n+1
dnx = 2nBSn

as required. □

Example 10.6. Let n ≥ 2. The Riesz transform Kj(x) :=
xj

|x|n+1 as well
as the double Riesz transform Kjk(x) :=

xjxk
|x|n+2 for j ̸= k and Kjj(x) :=

x2j−n−1|x|2

|x|n+2 satisfy these conditions. Note that the double Riesz kernel is
(up to a constant) the second derivative of the fundamental solution of the
Laplace equation (9.47).

Indeed (i) and (ii) are straightforward (via Lemma 10.11). Finally, (iii)
is evident for Kj and Kjk if k ̸= j since we integrate an odd function over a
symmetric domain. In the case j = k note that (by symmetry) the integral
over x2j/|x|n+2 is independent of j. Hence we also have (iii) in this case. ⋄

Applying the Fourier transform, a Calderón–Zygmund operator is ex-
pected to be given by a multiplication operator which provides insight into
its properties on L2(Rn).
Example 10.7. By Example 9.25 the multiplier associated with the Cauchy
kernel is m(p) := −i(2π)−1/2 sign(p). Hence the Hilbert transform extends
to a unitary opeartor when multiplied by (2π)1/2. ⋄
Example 10.8. Consider the fundamental solution of the Laplace equation
(9.47). Then we know that its Fourier multiplier is |p|−2 (cf. Lemma 9.27).
Consequently the Fourier multiplier of the double Riesz transform is expected
to be (up to constants) mjk(p) := n−1δjk−pjpk|p|−2. Since mjk is bounded,
the double Riesz transform is expected to extend to a bounded operator on
L2(Rn). ⋄

In general, it will not be possible to compute the associated multiplier
explicitly, but we can still show that K is always bounded:

Lemma 10.12. Let K be a Calderón–Zygmund kernel. Then K gives rise
to a bounded operator on L2(Rn).
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Proof. The idea is that K is given by multiplication with (2π)n/2 pK when
taking the Fourier transform and hence the statement is equivalent to the
fact that pK is bounded. To this end consider the (up to constants) Fourier
transform of the truncated kernel

mr,s(p) :=

∫
r<|x|<s

K(x)e−ipxdnx.

Then we have

K(f)(x) = lim
r→0,s→∞

∫
r<|x|<s

K(x)f(y − x)dnx

pointwise for f ∈ S(Rn) and hence by Fatou

∥Kf∥2 ≤ lim inf
r→0,s→∞

∥Kr,sf∥2 ≤ lim inf
r→0,s→∞

∥mr,s∥∞∥f∥2.

Consequently it suffices to bound mr,s. For the first part we obtain by virtue
of conditions (i) and (iii)∣∣∣∣∣

∫
r<|x|<s0

K(x)e−ipxdnx

∣∣∣∣∣ =
∣∣∣∣∣
∫
r<|x|<s0

K(x)(e−ipx − 1)dnx

∣∣∣∣∣
≤ B

∫
r<|x|<s0

|x||p|
|x|n

dnx ≤ 2πSnB,

where s0 := min(2π|p|−1, s). Also note that the domain of integration is
empty for 2π|p|−1 < r and the estimate trivially true.

For the second part we define r0 := max(2π|p|−1, r) and assume 2π|p|−1 <
s since otherwise the domain r0 < |x| < s is empty and the estimate below
trivially true. Now let q := π p

|p|2 (such that e−ipq = −1) and use∫
r0<|x|<s

K(x)e−ipxdnx = −
∫
r0<|x|<s

K(x)e−ip(x+q)dnx

= −
∫
r0<|x−q|<s

K(x− q)e−ipxdnx.

Now we can add these two expressions in order to use (ii). The only nuisance
being that the domain of integration slightly differs. Fortunately, this will
not affect the required bound. To simplify notation, let A := {x ∈ Rn | r0 <
|x| < s} and Aq := A− q. Then∫

r0<|x|<s
K(x)e−ipxdnx =

1

2

∫
Aq

(K(x)−K(x− q))e−ipxdnx

+
1

2

∫
A\Aq

K(x)e−ipxdnx− 1

2

∫
Aq\A

K(x)e−ipxdnx
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and we need to estimate these three integrals. The first one follows from (ii)
since r0 ≥ 2|q|:∣∣∣∣∣

∫
Aq

(K(x)−K(x− q))e−ipxdnx

∣∣∣∣∣ ≤
∫
A
|K(x+ q)−K(x)|dnx ≤ B.

Concerning the second one, note that A\Aq ⊂ {x | r0 < |x| < r0+ |q|}∪{x |
s− |q| < |x| < s} and hence∣∣∣∣∣
∫
A\Aq

K(x)e−ipxdnx

∣∣∣∣∣ ≤
∫
r0<|x|<r0+|q|

|K(x)|dnx+

∫
s−|q|<|x|<s

|K(x)|dnx

= SnB

(∫ r0+|q|

r0

dr

r
+

∫ s

s−|q|

dr

r

)
= SnB

(
log(

r0 + |q|
r0

) + log(
s

s− |q|
)
)
.

Similarly, A \Aq ⊂ {x | r0 − |q| < |x| < r0} ∪ {x | s < |x| < s+ |q|} and∣∣∣∣∣
∫
Aq\A

K(x)e−ipxdnx

∣∣∣∣∣ ≤ SnB
(
log(

r0
r0 − |q|

) + log(
s+ |q|
s

)
)
.

In summary this shows∣∣∣∣∣
∫
r0<|x|<s

K(x)e−ipxdnx

∣∣∣∣∣ ≤ BSn
(
log(

r0|p|+ π

r0|p| − π
) + log(

s|p|+ π

s|p| − π
)
)
.

Since log( t+πt−π ) is decreasing and r0|p| ≥ 2π as well as s|p| ≥ 2π we conclude∣∣∣∣∣
∫
r0<|x|<s

K(x)e−ipxdnx

∣∣∣∣∣ ≤ BSn2 log(3).

In summary this shows

lim inf
r→0,s→∞

∥mr,s∥∞ ≤ 2BSn(π + log(3)). □

Our next aim is to provided a weak-L1 bound for Calderón–Zygmund
operators such that we can apply the Marcinkiewicz interpolation theorem.
For this we will need a decomposition of an integrable function f ∈ L1(Rn)
into a good and a bad part according to the Hardy–Littlewood maximal
function. Recall that the Hardy–Littlewood maximal function is based on
the quantity

1

|Q|

∫
Q
|f(x)|dnx, (10.33)

where Q ⊂ Rn are balls. However, here it will be more convenient to use
cubes instead since they can be chosen to tile the domain nicely. To this end
we introduce the dyadic cubes

Qk,m := [2km1, 2
k(m1 + 1))× · · · × [2kmn, 2

k(mn + 1)), k ∈ Z, m ∈ Zn,
(10.34)
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of side length 2k. Note that |Qk,m| = 2nk and that two dyadic cubes are
either disjoint or one is contained within the other. Moreover, due to our
integrability assumption

1

|Q|

∫
Q
|f(x)|dnx ≤ ∥f∥1

|Q|
(10.35)

and our averages will decay as the side length of the cubes increases. On
the other hand, if we decrease the side lengths, then they will either stay
bounded (if e.g. f is bounded on the cube) or increase for a sequence of
cubes containing singularities of f . Hence we will choose a threshold and
divide the domain into good and bad cubes depending on whether our above
quantity remains below the chosen threshold no matter how small we make
the subdivision.

Lemma 10.13 (Calderón–Zygmund). Fix λ > 0. Any function f ∈ L1(Rn)
can be decomposed as f = g + b, such that:

(i) ∥g∥∞ ≤ λ and ∥g∥1 + ∥b∥1 = ∥f∥1.
(ii) b :=

∑
j χQjf , where the sum runs over disjoint dyadic cubes such

that for each cube one has

λ <
1

|Qj |

∫
Qj

|f(x)|dnx ≤ 2nλ.

(iii) ∑
j

|Qj | <
∥f∥1
λ

.

Proof. We call a dyadic cube bad if

λ <
1

|Qk,m|

∫
Qk,m

|f(x)|dnx

and if it is not already contained in a larger bad cube. The collection of bad
cubes is obtained by observing that there are no bad cubes Qk,m provided
k ≥ k0 :=

1
n log2(∥f∥1/λ) by (10.35). Hence one can start at k0 and proceed

by decreasing k and removing the bad cubes at each level while further
subdividing the others. This gives a collection of disjoint bad cubes Qj and
a corresponding decomposition f = g + b.

Note that since every bad cube Qj = Qk,m is contained in some parent
cube from the previous step, Qk,m ⊂ Qk+1,m′ , we have

1

|Qk,m|

∫
Qk,m

|f(x)|dnx ≤ 1

|Qk,m|

∫
Qk+1,m′

|f(x)|dnx ≤ 2nλ
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and (ii) holds. Moreover,∑
j

|Qj | <
1

λ

∑
j

∫
Qj

|f(x)|dnx ≤ ∥f∥1
λ

and consequently (iii) also holds. Finally, if x0 ̸∈
⋃
j Qj , then there is a

sequence Q̃k := Qk,mk
of dyadic cubes containing x0 such that

1

|Q̃k|

∫
Q̃k

|f(x)|dnx ≤ λ.

Consequently |f(x0)| ≤ λ at every Lebesgue point (Lemma 4.7). Since
g(x0) = f(x0) and since g vanishes on

⋃
j Qj , item (i) also holds. □

This is known as Calderón–Zygmund decomposition of f at height λ.
Note that by interpolation (10.1) we have g ∈ Lp(Rn) for every 1 ≤ p ≤ ∞.

Subtracting the average over each bad cube from b and adding them to
g we can assume that b has average zero over each bad cube.

Corollary 10.14. Fix λ > 0. Any function f ∈ L1(Rn) can be decomposed
according to f = g + b, such that:

(i) ∥g∥∞ ≤ 2nλ and ∥g∥1 ≤ ∥f∥1, ∥b∥1 ≤ 2∥f∥1.
(ii) b =

∑
j χQj (f − 1

|Qj |
∫
Qj
f dnx), where the sum runs over disjoint

dyadic cubes such that for each cube one has

λ <
1

|Qj |

∫
Qj

|f(x)|dnx ≤ 2nλ.

(iii) ∑
j

|Qj | <
∥f∥1
λ

.

Now are ready to show the anticipated weak-L1 estimate. Our formula-
tion emphasises that we only require the Hörmander condition (ii) together
with boundedness on L2. This is convenient in case the latter condition can
be obtained by other means than Lemma 10.15. This will come handy in
the proof of Theorem 10.18 below.

Lemma 10.15. Let K be a kernel satisfying the Hörmander condition (ii).
Moreover, suppose that there is a bounded operator K on L2(Rn) such that

(Kf)(x) =

∫
Rn

K(x− y)f(y)dny (10.36)

for all f ∈ L2
c(Rn) and all x ̸∈ supp(f). Then for every f ∈ L2(Rn)∩L1(Rn)

there is the weak-L1 bound

|{x ∈ Rn||(Kf)(x)| ≥ λ}| ≤ C

λ
∥f∥1, λ > 0. (10.37)
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Proof. Let f ∈ L2(Rn) ∩ L1(Rn) and write f = g + b according to Corol-
lary 10.14 (note that b = f − g ∈ L2 ∩ L1). Next (cf. Problem 10.5)

|{x ∈ Rn | |(Kf)(x)| ≥ λ}|

≤ |{x ∈ Rn | |(Kg)(x)| ≥ λ

2
}|+ |{x ∈ Rn | |(Kb)(x)| ≥ λ

2
}|

≤ C

λ2
∥g∥22 + |{x ∈ Rn | |(Kb)(x)| ≥ λ

2
}|,

where we have used Markov’s inequality (10.15) and our assumption that
K is bounded on L2. Moreover, by Lyapunov’s inequality (10.1) we have
∥g∥22 ≤ ∥g∥1∥g∥∞ ≤ ∥f∥12nλ implying

|{x ∈ Rn | |(Kf)(x)| ≥ λ}| ≤ 2nC

λ
∥f∥1 + |{x ∈ Rn | |(Kb)(x)| ≥ λ

2
}|

and it remains to control the second summand. In order to be able to apply
(ii) we will work with slightly expanded cubes. To this end denote by Q∗

the cube with the same center but side length increased by 2
√
n. Then

|{x ∈ Rn||(Kb)(x)| ≥ λ

2
}| ≤ | ∪j Q∗

j |+ |{x ∈ Rn \ ∪jQ∗
j | |(Kb)(x)| ≥

λ

2
}|

≤ (2
√
n)n

∥f∥1
λ

+
2

λ

∫
Rn\∪jQ∗

j

|(Kb)(x)|dnx.

Next we use b =
∑

k bk, where bk := bχQk
, to obtain

2

λ

∫
Rn\∪Q∗

j

|(Kb)(x)|dnx =
2

λ

∑
k

∫
Rn\∪jQ∗

j

|(Kbk)(x)|dnx

≤ 2

λ

∑
k

∫
Rn\Q∗

k

|(Kbk)(x)|dnx.

Since bk has mean zero, we have

(Kbk)(x) =

∫
Qk

(K(x− y)−K(x− yk))bk(y)d
ny, x ̸∈ Qk,

where yk is the center of Qk, and we can now exploit (ii) (and Fubini) to
obtain∫

Rn\Q∗
k

|(Kbk)(x)|dnx ≤
∫
Rn\Q∗

k

∫
Qk

|K(x− y)−K(x− yk)||bk(y)|dny dnx

≤ B

∫
Qk

|bk(y)|dny.

In summary, we have
2

λ

∫
Rn\∪Q∗

j

|(Kb)(x)|dnx ≤ 2B

λ
∥b∥1 ≤

4B

λ
∥f∥1. □

Given these preparations we are now able to prove the main result:
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Theorem 10.16 (Calderón–Zygmund). Let K be a Calderón–Zygmund ker-
nel. Then K gives rise to a bounded operator on Lp(Rn) for all 1 < p <∞.

Proof. Combining Lemma 10.12 and Lemma 10.15 with the Marcinkiewicz
interpolation theorem establishes the claim for 1 < p ≤ 2. To cover the
remaining cases we apply a duality argument: To this end we identify the
dual space of Lp(Rn) with Lp′(Rn) as usual (Theorem 6.1). Then the adjoint
is defined via ∫

Rn

(K ′g)(x)f(x)dnx =

∫
Rn

g(x)(Kf)(x)dnx

for all g ∈ Lp
′ and f ∈ Lp. Since it suffices to consider a dense set, we

choose f, g ∈ S(Rn) and abbreviate Kε(x) := K(x)χε<|x|<1/ε(x). Then
using dominated convergence and (iii) we obtain∫

Rn

g(x)(Kf)(x)dnx =

∫
Rn

g(x) lim
ε↓0

∫
Rn

Kε(x− y)f(y)dny dnx =

=

∫
Rn

g(x) lim
ε↓0

∫
Rn

Kε(x− y)(f(y)− f(x))dny dnx

= lim
ε↓0

∫
Rn

g(x)

∫
Rn

Kε(x− y)(f(y)− f(x))dny dnx

= lim
ε↓0

∫
Rn

∫
Rn

g(x)Kε(x− y)f(y)dny dnx.

Now invoking Fubini and repeating the previous operations in reverse order
shows that the adjoint operator is associated with the kernelK ′(x) = K(−x).
SinceK ′(x) is a Calderón–Zygmund kernel if and only ifK(x) is, we conclude
that K is also bounded on Lp′ for 1 < p ≤ 2, that is for 2 ≤ p′ <∞. □

Example 10.9. Note that the Hilbert transform is neither bounded on
L1(R) nor L∞(R). Indeed, observe that∫

R

1

x− y
χ[−1,1](y)dy = log

( |1 + x|
|1− x|

)
is unbounded and non-integrable (it decays like 2/x). Hence we cannot cover
the cases p = 1,∞ in general. ⋄
Example 10.10. Note that this result also applies to the periodic Hilbert
transform (8.15) as follows: Consider the Calderón–Zygmund kernelK(x) :=
cot(x/2)χ[−π,π](x). Then the periodic Hilbert transform H is bounded on
Lp(−π, π) ifK is bounded on Lp(R). Indeed observe that for smooth periodic
f we have (Hf)(x) = (Kf)(x) for x ∈ (−π, π). Now using f̃ = fχ(−2π,2π)
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we have

∥Hf∥Lp(−π,π) = ∥Kf̃∥Lp(−π,π) ≤ ∥Kf̃∥Lp(R) ≤ Cp∥f̃∥Lp(R)

= 21/pCp∥f∥Lp(−π,π). ⋄

Example 10.11. Let us look once again at the Poisson problem on Rn.
Given f ∈ S(Rn) the solutions is

u(x) :=

∫
Rn

Φ(x− y)f(y)dny,

where Φ is the fundamental solution (9.47). Moreover, we have

∂ju(x) =

∫
Rn

(∂jΦ)(x− y)f(y)dny

∂j∂ku(x) = lim
ε↓0

∫
ε<|x−y|

(∂j∂kΦ)(x− y)f(y)dny − 1

n
f(x).

Hence the Calderón–Zygmund theorem implies that convolution with the
fundamental solution provides a solution u ∈ W 2,p(Rn) satisfying ∥u∥2,p ≤
C∥f∥p for every f ∈ Lp(Rn), 1 < p <∞. Moreover, this is the only solution
inW 2,p(Rn) since the only solutions of the homogenous equation (in the sense
of tempered distributions) are the harmonic polynomials (Problem 9.39). ⋄

So far we took a singular integral operator as our point of departure.
However, when using the Fourier transform to solve a constant coefficient
partial differential equation (cf. Section 9.3) the solution operator arises nat-
urally as a Fourier multiplier. Hence it is desirable to read off mapping
properties of the corresponding operator directly from the multiplier. This
is the content of the Mikhlin multiplier theorem.5 Its proof uses a de-
composition of a function along a geometric scale.

Lemma 10.17 (dyadic partition of unity). There exists a function ψ ∈
C∞
c (Rn \ 0) such that ∑

j∈Z
ψ(2−jx) = 1, x ̸= 0. (10.38)

Moreover, ψ can be chosen radial with support in 1/2 ≤ |x| ≤ 2 and such
that at most two terms in the above sum are nonzero.

Proof. Choose χ ∈ C∞
c ((0,∞)) such that χ(r) = 1 for 0 < r ≤ 1 and

χ(r) = 0 for r ≥ 2. Then ψ(x) := χ(|x|) − χ(2|x|) is the required function.
Indeed

m∑
j=−m

ψ(2−jx) = χ(2−m|x|)− χ(2m+1|x|)

5Solomon Mikhlin (1908–1990), Soviet mathematician

http://en.wikipedia.org/wiki/Solomon Mikhlin
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and for 2−m ≤ |x| ≤ 2m this equals one as required. The additional proper-
ties are straightforward. □

Recall that m is called an Lp multiplier if the associated operator

Amf := (m pf)∨, f ∈ S(Rn)

extends to a bounded map in Lp(Rn).

Theorem 10.18 (Mikhlin). Suppose m : Rn → C satisfies

|∂αm(p)| ≤ B

|p||α|
(10.39)

for any multi-index of order |α| ≤ n+2. Then m is an Lp multiplier for any
1 < p <∞.

Proof. We use a dyadic partition of unity ψ to decompose m into a sum of
mj(p) := ψ(2−jp)m(p). Then the corresponding operator is associated with
the kernel Kj(x) := (2π)−n/2(m)∨(x)j . By Lemma 9.3 we conclude that
Kj ∈ L1(Rn) and hence satisfies the claim for any 1 ≤ p ≤ ∞ by Young’s
inequality. To establish the claim for m we will show that

KN (x) :=

N∑
j=−N

Kj(x)

satisfies
|∇KN (x)| ≤ Cn|x|−n−1

uniformly in N . Here, and below, Cn stands for a constant which is an
n-dependent multiple of B. Then Lemma 10.13 implies

∥KN ∗ f∥p ≤ Cp,n∥f∥p

(since both the constant in (ii) as well as the L2 bound, which is just ∥m∥∞ ≤
B, are linear in B and independent of N) and since for f ∈ S(Rn) we have
KN ∗ f → (m pf)∨ uniformly, Fatou’s lemma implies∫

|(m pf)∨|pdnx =

∫
lim
N

|KN ∗ f |pdnx ≤ lim inf
N

∫
|KN ∗ f |pdnx ≤ Cp,n∥f∥pp

as required. Hence it remains to establish the estimate for KN . Since
ψ(2−jp) has support in 2j−1 ≤ |x| ≤ 2j , we conclude |∂αmj(p)| ≤ Cn2

−j|α|

as well as ∥∂αmj∥1 ≤ Cn2
jn2−j|α| for all |α| ≤ n + 2. Similarly we obtain

∥∂αpkmj(p)∥1 ≤ Cn2
jn2−j(|α|−1) for all |α| ≤ n + 2. Taking the Fourier

transform we get
∥xα∇Kj(x)∥∞ ≤ Cn2

j(n−|α|+1)
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for all |α| ≤ n+ 2. Finally, summing over the corresponding monomials we
get

∥∇Kj(x)∥∞ ≤ Cn2
j(n−r+1)

|x|r
for all r ≤ n+ 2.

Now using these estimates with r = 0, n+ 2 we have

|∇KN (x)| ≤
∑
j

|∇Kj(x)| ≤
∑

2j≤|x|−1

|∇Kj(x)|+
∑

2j>|x|−1

|∇Kj(x)|

≤ Cn
∑

2j≤|x|−1

2j(n+1) +
Cn

|x|n+2

∑
2j>|x|−1

2−j

≤ Cn
1

|x|n+1

1

1− 2−n−1
+

Cn
|x|n+2

|x| 1

1− 2−1
≤ 4Cn

|x|n+1

as required. □

Example 10.12. The prototypical examples are the multipliers correspond-
ing to the Hilbert, Riesz, and double Riesz transform. These examples also
show that the estimate fails for p = 1 and p = ∞ in general. Somewhat
more general, any multiplier of the form

m(p) =
P (p)

|p|r
,

where P is a homogenous polynomial of degree r, satisfies the assumption
(10.39) for any multi-index α. ⋄

Problem 10.17. Show that the condition

sup
2|y|≤|x|

|K(x)−K(x− y)|
|y|γ

≤ B

|x|n+γ

for any fixed γ ∈ (0, 1] implies the Hörmander condition (ii) (with a different
constant). Moreover, show that if this condition holds for some γ0, then it
holds for all γ ≤ γ0. Finally, show that (10.32) implies this condition for
γ = 1 (and hence for all γ ≤ 1).

Problem 10.18. Show that the norm of Kr(x) := 1
xχ|x|≤r(x) in Lp(R) is

independent of r.

Problem 10.19. Compute the Fourier multiplier of the Riesz transform
Kj(x) := xj |x|−n−1 (for n ≥ 2). (Hint: Lemma 9.27.)
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Glossary of notation

AC[a, b] . . . absolutely continuous functions, 132
arg(z) . . . argument of z ∈ C; arg(z) ∈ (−π, π], arg(0) = 0
Br(x) . . . open ball of radius r around x
B(X) . . . Banach space of bounded measurable functions
BV [a, b] . . . functions of bounded variation, 129
B :=B1

Bn . . . Borel σ-algebra of Rn, 6
C . . . the set of complex numbers
C(U) . . . set of continuous functions from U to C
C0(U) . . . set of continuous functions vanishing on the

boundary ∂U , 181
Cc(U) . . . set of compactly supported continuous functions
Cper[a, b] . . . set of periodic continuous functions (i.e. f(a) = f(b))
Ck(U) . . . set of k times continuously differentiable functions
Ckb (U) . . . functions in Ck with derivatives bounded, 182
Ck0 (U) . . . functions in Ck with derivatives vanishing on the

boundary ∂U , 182
C∞
pg (U) . . . set of smooth functions with at most polynomial growth, 290

C∞
c (U) . . . set of compactly supported smooth functions

C(U, Y ) . . . set of continuous functions from U to Y
C (X,Y ) . . . set of compact linear operators from X to Y
χΩ(.) . . . characteristic function of the set Ω
D(.) . . . domain of an operator
δn,m . . . Kronecker delta
det . . . determinant
dim . . . dimension of a linear space
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326 Glossary of notation

div . . . divergence of a vector filed, 62
diam(U) := sup(x,y)∈U2 d(x, y) diameter of a set
dist(U, V ) := inf(x,y)∈U×V d(x, y) distance of two sets
e . . . Napier’s constant, ez = exp(z)
GL(n) . . . general linear group in n dimensions
Γ(z) . . . gamma function, 57
Γ(f1, . . . , fn) . . . Gram determinant, 59
H . . . a Hilbert space
conv(.) . . . convex hull
H(U) . . . set of holomorphic functions on a domain U ⊆ C
Hk(U) . . . Sobolev space, 186, 275
Hk

0 (U) . . . Sobolev space, 190
Hr,s(Rn) . . . weighted Sobolev space, 279
i . . . complex unity, i2 = −1
Im(.) . . . imaginary part of a complex number
inf . . . infimum
Jf (x) :=det df(x) Jacobi determinant of f at x, 53
Ker(A) . . . kernel of an operator A
λn . . . Lebesgue measure in Rn, 50
L (X,Y ) . . . set of all bounded linear operators from X to Y
L (X) :=L (X,X)
Lp(X, dµ) . . . Lebesgue space of p integrable functions, 75
L∞(X, dµ) . . . Lebesgue space of bounded functions, 76
Lploc(X, dµ) . . . locally p integrable functions, 77
L1(X.dµ) . . . space of integrable functions, 41
max . . . maximum
M(X) . . . finite complex measures on X, 123
Mreg(X) . . . finite regular complex measures on X, 126
M(f) . . . Hardy–Littlewood maximal function, 306
N . . . the set of positive integers
N0 :=N ∪ {0}
n(γ, z0) . . . winding number
∇f = (∂1f, . . . , ∂mf) gradient in Rn
ν(x0) . . . outward pointing unit normal vector, 61
O(.) . . . Landau symbol, f = O(g) iff lim supx→x0 |f(x)/g(x)| <∞
o(.) . . . Landau symbol, f = o(g) iff limx→x0 |f(x)/g(x)| = 0
Q . . . the set of rational numbers
R . . . the set of real numbers
ρ(A) . . . resolvent set of an operator A
Ran(A) . . . range of an operator A
Re(.) . . . real part of a complex number
σ(A) . . . spectrum of an operator A
σn−1 . . . surface measure on Sn−1, 56
Sn−1 :={x ∈ Rn| |x| = 1} unit sphere in Rn
Sn :=nπn/2/Γ(n2 + 1), surface area of the unit sphere in Rn, 55



Glossary of notation 327

sign(z) :=z/|z| for z ̸= 0 and 1 for z = 0; complex sign function
Sn . . . semialgebra of rectangles in Rn, 2
S̄n . . . algebra of finite unions of rectangles in Rn, 2
S(Rn) . . . Schwartz space, 253
sup . . . supremum
supp(f) . . . (essential) support of a function f , 76
supp(µ) . . . support of a measure µ, 18
span(M) . . . set of finite linear combinations from M
W k,p(U) . . . Sobolev space, 186
W k,p

0 (U) . . . Sobolev space, 190
Vn :=πn/2/Γ(n2 + 1), volume of the unit ball in Rn, 56
Z . . . the set of integers
I . . . identity operator√
z . . . square root of z with branch cut along (−∞, 0)

z∗ . . . complex conjugation
f⋆ . . . symmetric rearrangement of a function, 108
A∗ . . . adjoint of an operator A
A . . . closure of an operator A
pf :=Ff , Fourier transform of f , 251
qf :=F−1f , inverse Fourier transform of f , 255
|x| :=

√∑n
j=1 |xj |2 Euclidean norm in Rn or Cn

|Ω| . . . Lebesgue measure of a Borel set Ω
∥.∥ . . . norm in a Banach space
∥.∥p . . . norm in the Lebesgue space Lp, 75
∥.∥k,p . . . norm in the Sobolev space W k,p, 186
∥.∥k,γ,∞ . . . Hölder norm for derivatives, 183
⟨., ..⟩ . . . scalar product in a Hilbert space H
⊕ . . . direct/orthogonal sum of vector spaces
⊗ . . . product of σ-algebras and measures
∪· . . . union of disjoint sets, 6
⌊x⌋ :=max{n ∈ Z|n ≤ x}, floor function
⌈x⌉ :=min{n ∈ Z|n ≥ x}, ceiling function
⟨x⟩ :=

√
1 + |x|2, x ∈ Cn (Japanese bracket)

∂ := (∂1f, . . . , ∂mf) gradient in Rm
∂α . . . partial derivative in multi-index notation, 182
∂xF (x, y) . . . partial derivative with respect to x
∂U :=U \ U◦ boundary of the set U
U . . . closure of the set U
U◦ . . . interior of the set U
V ⊂⊂ U . . .V is relatively compact with V ⊂ U
M⊥ . . . orthogonal complement in a Hilbert space
(λ1, λ2) :={λ ∈ R |λ1 < λ < λ2}, open interval
[λ1, λ2] :={λ ∈ R |λ1 ≤ λ ≤ λ2}, closed interval
xn → x . . . norm convergence
xn ⇀ x . . . weak convergence
xn

∗
⇀ x . . . weak-∗ convergence





Index

a.e., see almost everywhere
absolutely continuous, 186

function, 132
measure, 111

absolutely continuous functions, 240
algebra, 5
almost everywhere, 19
Anderson model, 145
approximate identity, 93
arc length, 136
arc length parameterization, 136

Basel problem, 232, 233
Bessel function, 224, 262
Bessel potential, 273
Beta function, 57
bi-Lipschitz, 215
blancmange function, 134
Bochner integral, 156
Borel

function, 27
measure, 18

regular, 18, 126
set, 6
σ-algebra, 6

Borel transform, 98
Borel–Cantelli lemma, 147
bounded mean oscillation, 213
bounded variation, 129, 196, 243
Brezis–Lieb lemma, 82

Calderón–Zygmund kernel, 310
cancellation condition, 311

Cantor
function, 119
measure, 120
set, 19

Cantor set
fat, 20

Cauchy transform, 98, 154
Cesàro summation, 226
chain rule, 137, 191
change of variables, 191, 217
characteristic function, 37

of a measure, 264
Chebyshev inequality, 120
complete

measure, 15
completion

measure, 17
concave, 78
content, 169
convergence

in measure, 145
in probability, 145

convex, 78
convolution, 92

measures, 99
counting measure, 7
cover, 139
covering lemma

Vitali, 34
Wiener, 115

cylinder
set, 144
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d’Alembert’s formula, 284
devil’s staircase, 119
diameter, 139
Dirac delta distribution, 288
Dirac measure, 7, 22, 42
direct sum

measure, 7
Dirichlet criterion, 239
Dirichlet integral, 74, 238, 261, 287
Dirichlet kernel, 96, 225
distribution function, 20, 303
divergence, 62
dominated convergence theorem, 43
dyadic cubes, 314
Dynkin system, 9
Dynkin’s π-λ theorem, 9

elliptic equation, 220
equidistributed, 248
equimeasurability, 109
essential support, 76
essential supremum, 76, 162
Euler’s reflection formula, 58
exponential function, 137
extension property, 199

Fσ set, 31
Fejér kernel, 96, 227
Fourier multiplier, 272
Fourier series, 223
Fourier transform, 165, 251

measure, 264
Friedrichs extension, 219
Friedrichs mollifier, 94
Fubini theorem, 49, 159
functional

positive, 170
fundamental lemma of the calculus of

variations, 96, 160
fundamental solution

heat equation, 281
Laplace equation, 271

fundamental theorem of calculus, 44,
133

Gδ set, 31
gamma function, 57
Gaussian, 253
generalized inverse, 66
Gibbs phenomenon, 237
gradient, 253
Gram determinant, 59, 64

Green’s first identity, 65
Green’s second identity, 65

Hörmander condition, 311
Hadamard product, 106
Hahn decomposition, 126
Hankel transform, 262
Hardy inequality, 86
Hardy space, 98
Hardy–Littlewood maximal function,

306
Hardy–Littlewood maximal inequality,

307
Hardy–Littlewood series, 242
Hardy–Littlewood–Sobolev inequality,

308
Hausdorff dimension, 142
Hausdorff measure, 140
Hausdorff–Young inequality, 302
heat equation, 279
Heisenberg uncertainty principle, 258
Helmholtz equation, 273
Herglotz–Nevanlinna function, 178
Hermite polynomial, 260
Hilbert transform, 229, 294, 311
Hilbert–Schmidt operator, 101
Hölder continuous, 182, 241
Hölder’s inequality, 80, 162

generalized, 84

image measure, 52
improper integral, 73
inclusion exclusion principle, 45
integrable, 41

Bochner integral, 156
Riemann, 71

integral, 37, 155
integration by parts, 64, 133, 203
integration by substitution, 68
inverse function rule, 137
isoperimetric inequality, 249

Jacobi theta function, 224
Jacobi’s identity, 261
Japanese bracket, 275
Jensen’s inequality, 79
Jordan content, 2
Jordan decomposition, 123
Jordan measurable, 2

kernel
Hilbert–Schmidt, 101
positive semidefinite, 103
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symmetric, 103
Kirchhoff’s formula, 285
Klein–Gordon equation, 284
Ky Fan metric, 148

λ-system, 9
Landau kernel, 98
Laplace equation, 218
layer cake representation, 109
Lebesgue

decomposition, 113
measure, 22
point, 116, 160

Lebesgue integral, 38
Lebesgue measure, 16
Lebesgue outer measure, 3
Lebesgue–Stieltjes measures, 20, 22
Legendre’s duplication formula, 58
Leibniz integral rule, 65
Leibniz rule, 289
Leibniz’ rule, 197
lemma

Riemann-Lebesgue, 253
liminf, 146
limsup, 146
Lipschitz continuous, 182, 241
Littlewood’s three principles, 29
locally

integrable, 77
lower semicontinuous, 28
Luzin N property, 136
Lyapunov inequality, 85, 165, 299

Markov inequality, 120, 127, 304
measurable

function, 26
set, 7
space, 6
strongly, 157
weakly, 158

measure, 6
absolutely continuous, 111
complete, 15
complex, 121
finite, 6
Hausdorff, 140
Lebesgue, 22
minimal support, 119
mutually singular, 111
outer, 12
polar decomposition, 126
product, 47

space, 7
support, 18

metric outer measure, 16
Minkowski inequality, 82, 162

integral form, 82, 162
mollifier, 94
monotone convergence theorem, 38
Morrey inequality, 277
multi-index, 182, 253

order, 182, 253
multiplier, see Fourier multiplier
mutually singular measures, 111

norm
strictly convex, 83
uniformly convex, 83

null set, 3, 15

operator
Calderón–Zygmund, 310
Hilbert–Schmidt, 101
integral, 100
singular integral, 311

Ostrogradsky formula, 62
outer measure, 12

Lebesgue, 3
outward pointing unit normal vector, 61

Parseval’s relation, 229
partition, 69
partition of unity

dyadic, 319
π-system, 9
Plancherel identity, 256
Poincaré inequality, 212
Poisson equation, 270
Poisson kernel, 98, 224
Poisson summation formula, 261
Poisson’s formula, 286
polar coordinates, 54
polar decomposition, 126
positive semidefinite kernel, 103
preimage σ-algebra, 29
premeasure, 11
probability measure, 6
product measure, 47
product rule, 136, 191
pushforward measure, 52

quasinorm, 168

radial, 262
Radon measure, 31
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Radon–Nikodym
derivative, 113, 124
theorem, 113

random walk, 144
rearrangement, 108, 309
rectangle, 2
rectifiable, 136
regular measure, 18, 126
relative σ-algebra, 7
reproducing kernel, 107
reproducing kernel Hilbert space, 106
Riemann integrable, 71
Riemann integral, 71

improper, 73
lower, 71
upper, 71

Riemann’s localization principle, 236
Riemann–Lebesgue lemma, 233
Riesz potential, 270
Riesz transform, 312

Schrödinger equation, 282
Schur criterion, 100
Schur test, 107
Schwartz space, 253
semialgebra, 10
semigroup

generator, 280
strongly continuous, 280

σ-algebra, 5
σ-finite, 6
signed measure, 123
simple function, 37, 155
sine integral, 285
singular integral operator, 311
singular kernels, 229
Smith–Volterra–Cantor set, 20
Sobolev inequality, 278
Sobolev space, 186, 275

radial, 198
spherical average, 85
spherical coordinates, 54
spherically symmetric, 262
Steiner symmetrization, 140
Stirling’s formula, 58
strictly convex space, 83
strong solution, 219
strong type, 305
strongly measurable, 157
subadditive, 305
submanifold, 59
submanifold measure, 59

substitution rule, 137
summation by parts, 238
support

distribution, 295
function, 76
measure, 18

surface, 60
symmetric

kernel, 103

Takagi function, 134
Tauberian condition, 245
tempered distributions, 288
theoem

Morrey, 207
theorem

Bernstein, 241
Bochner, 268
Borel–Cantelli, 147
bounded convergence, 146
Brezis–Lieb, 82
Calderón–Zygmund, 315
Carathéodory, 14
change of variables, 53, 216
Clarkson, 83
Dirichlet–Dini, 235
divergence, 62
dominated convergence, 43, 158
du Bois-Reymond, 97, 99
Dynkin’s π-λ, 9
Egorov, 32
Ehrling, 215
Fatou, 40, 42
Fatou–Lebesgue, 43
Fejér, 227
Friedrichs, 189
Fubini, 49, 159
fundamental thm. of calculus, 44, 133
Gauss–Green, 62, 203, 218
Hadamard three-lines, 300
Hardy–Littlewood, 109
Helly’s selection, 153
Hilbert–Schmidt, 102
Hille, 158
integration by parts, 64, 133, 203
Jordan, 130
Kolmogorov, 144
Kolmogorov–Riesz–Sudakov, 88
Lebesgue, 43, 73
Lebesgue decomposition, 113
Lebesgue differentiation, 116
Levi, 38
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Lévy, 266
Luzin, 91
Marcinkiewicz, 305
Mercers, 104
Meyers–Serrin, 189
Mikhlin, 319
monotone convergence, 38
Ostrogradsky, 62
Pettis, 159
Plancherel, 256
Poincaré, 212
portmanteau, 150
Pratt, 46
Rademacher, 209
Radon–Nikodym, 113
Rellich, 262
Rellich–Kondrachov, 210
Riesz representation, 171
Riesz–Fischer, 86, 162
Riesz–Markov representation, 175
Riesz–Thorin, 231, 300
Schur, 100, 106
Sobolev embedding, 277
Strauss, 215
Tonelli, 49
Urysohn, 97
Wiener, 262

tight, 154
total variation, 121, 129, 196, 243
trace σ-algebra, 7
translation operator, 88
transport equation, 286

uncertainty principle, 258
uniformly convex space, 83
unit sphere, 55
upper semicontinuous, 28
Urysohn lemma

smooth, 97

vague convergence, 151
variation, 129, 243
Vitali covering lemma, 34
Vitali set, 4

wave equation, 283
weak

derivative, 185, 276
weak Lp, 304
weak convergence

measures, 149
weak solution, 219

weak type, 305
weakly measurable, 158
Whittaker–Shannon interpolation

formula:, 261
Wiener algebra, 240, 257
Wiener covering lemma, 115

Young inequality, 163, 302, 303
Young’s inequality, 93, 128, 214


	Contents
	Preface
	Chapter 1. Measures
	1.1. Prelude: The problem of measuring sets
	1.2. Sigma algebras and measures
	1.3. Extending a premeasure to a measure
	1.4. Borel measures
	1.5. Measurable functions
	1.6. How wild are measurable objects
	1.7. Appendix: Jordan measurable sets
	1.8. Appendix: Equivalent definitions for the outer Lebesgue measure

	Chapter 2. Integration
	2.1. Integration — Sum me up, Henri
	2.2. Product measures
	2.3. Transformation of measures and integrals
	2.4. Surface measure and the Gauss–Green theorem
	2.5. Appendix: Transformation of Lebesgue–Stieltjes integrals
	2.6. Appendix: The connection with the Riemann integral

	Chapter 3. The Lebesgue spaces Lp
	3.1. Functions almost everywhere
	3.2. Jensen  Hölder  Minkowski
	3.3. Nothing missing in Lp
	3.4. Approximation by nicer functions
	3.5. Integral operators
	3.6. Rearrangements

	Chapter 4. More measure theory
	4.1. Decomposition of measures
	4.2. Derivatives of measures
	4.3. Complex measures
	4.4. Appendix: Functions of bounded variation and absolutely continuous functions

	Chapter 5. Even more measure theory
	5.1. Hausdorff measure
	5.2. Infinite product measures
	5.3. Convergence in measure and a.e. convergence
	5.4. Weak and vague convergence of measures
	5.5. The Bochner integral
	5.6. Lebesgue–Bochner spaces

	Chapter 6. The dual of Lp
	6.1. The dual of Lp, p<
	6.2. The dual of L and the Riesz representation theorem
	6.3. The Riesz–Markov representation theorem

	Chapter 7. Sobolev spaces
	7.1. Warmup: Differentiable and Hölder continuous functions
	7.2. Basic properties
	7.3. Extension and trace operators
	7.4. Embedding theorems
	7.5. Lipschitz domains
	7.6. Applications to elliptic equations

	Chapter 8. Fourier series
	8.1. Convergence of mean values and convergence in mean square
	8.2. Pointwise convergence
	8.3. Uniform and absolute convergence
	8.4. Applications

	Chapter 9. The Fourier transform
	9.1. The Fourier transform on L1 and L2
	9.2. Some further topics
	9.3. Applications to linear partial differential equations
	9.4. Sobolev spaces
	9.5. Applications to evolution equations
	9.6. Tempered distributions

	Chapter 10. Interpolation and some applications
	10.1. Interpolation and the Fourier transform on Lp
	10.2. The Marcinkiewicz interpolation theorem
	10.3. Calderón–Zygmund operators

	Bibliography
	Glossary of notation
	Index

